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ABSTRACT

The security of electronic mail sent through the Internet may be described in exactly three words: there is none. The Privacy and Security Research Group has recommended implementing mechanisms designed to provide security enhancements. The first set of mechanisms provides a protocol to provide privacy, integrity, and authentication for electronic mail; the second provides a certificate-based key management infrastructure to support key distribution throughout the Internet, to support the first set of mechanisms. This paper describes these mechanisms, as well as the reasons behind their selection and how these mechanisms can be used to provide some measure of security in the exchange of electronic mail.
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1. Introduction

Probably the best-known use of computer networks is for the transmission of electronic mail. Much less widely known is the inherent lack of security in most mailing systems. Recently this has become the subject of much discussion, and some proposals have been made to enhance the security of electronic mail. The X.411 Recommendation [9], the Message Security Protocol MSP [39], and the protocols in RFC 1113 [26], RFC 1114 [23], and RFC 1115 [27] (which we shall call the privacy-enhanced mail protocols), all attempt to address this issue.

This last set of protocols is designed to add security-related enhancements to a very large-scale, existing electronic mail structure in a manner transparent to both users and administrators of the network. The most significant contribution of the privacy enhanced mail protocols is to integrate issues of cryptography, systems engineering, key management, user interfacing, and networking on a scale not attempted in practice before. The proposals are being implemented by various groups [3][5][15] and are currently draft Internet standards.

This paper describes the privacy enhanced mail protocols, which specify a set of protocols for sending electronic mail that provides privacy, integrity, and sender authenticity; under certain circumstances, it also provides non-repudiation. The next section presents some background on electronic mailing systems, some relevant aspects of cryptography, and discusses some of the constraints leading to design decisions. Following that, we show how to send a privacy-enhanced message. The fourth section discusses a supporting certificate-based key management architecture, and
gives an example of a mechanism used to support that protocol. The fifth and sixth sections consider an alternate key distribution mechanism and the use of mailing lists. Finally, we conclude by comparing these proposals with the X.411 Recommendation and MSP.

This description reflects the current state of those protocols rather than the state specified in the RFCs; however, differences will be noted.\textsuperscript{2} Also, we have tied the statements in the text to sections in the RFCs so the reader interested in the reference description (again, except for the differences specified) can quickly and easily locate the relevant text.

We should note in passing that descriptions of earlier versions of these protocols have appeared in the literature \cite{5,28,29}; unlike these, however, the focus of this paper is not only on the protocols themselves but also on the reasons that the choices involved in designing the proposals were made. We hope to provide a broader perspective on some of the design decisions, as well as placing them more completely in context than other work.

2. Background and Design Considerations

In this section we review some topics that play a role in enhancing the security of electronic mail. First, we look at a model of message transmittal systems, then we discuss some properties of cryptography, and finally we look at key distribution systems.

2.1. Message Handling System Model

Perhaps the most useful model of mail systems is the \textit{Message Handling System Model} \cite{8} (see Figure 1). It treats the mail system as being composed of a number of connected \textit{Message Transport Agents} and corresponding \textit{User Agents}. A \textit{sender} or an \textit{originator} creates an electronic message and invokes the user agent, which — on behalf of the user — submits that message to a message transport agent. This agent passes the message along to another message transport agent.

\begin{figure}
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\includegraphics[width=\textwidth]{message_handling_system_model.png}
\caption{The Message Handling System Model.}
\end{figure}
on another host, which passes it to yet another host, and so forth, until it reaches the message transport agent at the destination host. This agent passes the message on to a user agent, which saves the message. The recipient may then invoke the user agent to read the message, save it, reply to it, or perform other functions.

When a message is accepted by a message transport agent, it has a particular format the precise description of which depends upon the specific mail system protocol or protocols understood by the agent. When agents attempt to exchange messages, the format of the message must be known to both agents, or it must be translated to a form acceptable to both. For example, message transport agents handling electronic mail from the largest set of connected networks (called the Internet) expect messages to be in a format described in RFC-822 [13], which consists of a set of header fields followed by a blank line, and then the body of the message. The information in the header lines is used to forward the message from one message transfer agent to another using the Simple Mail Transfer Protocol described in RFC-821 [35]. Another very large network is that of UNIX-based systems, which often use an alternate transfer protocol called UUCP [34] to transmit mail messages by telephone.

The existence of numerous message transport agents and protocols suggests that to be used widely, a protocol to enhance security of electronic mail should not require the redesign of existing message transport protocols or message handling systems. The difficulty of coordinating a global change of protocols throughout the Internet would be immense, especially since many system managers would delay installing the new software until they were sure it functioned correctly. Thus, compatibility with existing protocols and software would need to be maintained, so there would be two electronic mail protocols, not just one, extant.

Under this assumption, the enhancements must not reside at the message transport level, but instead must be at the user agent level. The security enhancements should be invisible to the message transport agent, and therefore the mail systems would be able to send both privacy-enhanced messages and regular messages.

The above suggestion actually has the force of a constraint since the privacy-enhanced mail proposals are intended for widespread use throughout the Internet, which is not a centrally-managed network. Instead, it is composed of a collection of autonomous networks, each of which has its own management structure. Any attempt to require sites to alter their message transport agents would be resisted.
The privacy, integrity, and authentication services cannot rely on software over which the user has no control; he or she must have some means of verifying that the software has not compromised the privacy or integrity of the message as well as the identity of the sender. Alterations could occur at three points: at the originator's computer, at the recipient's computer, or at any intermediate node. To ensure that the message could not be altered at the first two points would require considering very general issues of operating system security, and certainly require modification of most existing systems. Hence we assume that the sender and recipient can trust the software above the message transport agent level on each other's computer, but that they cannot trust software below that level.\footnote{4} This again suggests putting the enhancements above the transport level at the end systems as well as using cryptography to protect the messages, since any controls built into the message transport agents can be subverted (by the system operators, if not by anyone else).

2.2. Cryptography for Authentication and Privacy

Protecting the privacy of messages on a network requires encryption whenever the network is physically beyond the control of the sender. Since he has no power to prevent another from listening in, he must rely on mechanisms that prevent disclosure and enable authentication even when a wiretapper is present; ideally, whether that individual is active or passive should be irrelevant.

The literature describing the protection of remote communications suggests using two keys \cite{42}. The first is a one-time key, selected pseudorandomly, called the session key or the data exchange key; this key is used to encrypt the messages sent during the session. The second key is an interchange key associated with the user and/or recipient, and is used to encrypt the data exchange key; the data exchange key is transmitted when the session is begun and then retained for further use. This protocol has three advantages over using the interchange key as a data exchange key.

If the cryptosystem for the interchange key is symmetric (classical), it is often theoretically possible to derive this key given sufficient ciphertext, especially if the corresponding plaintext is known. For strong cryptosystems, such cryptanalysis requires large amounts of ciphertext (and, possibly, corresponding plaintext); hence, restricting the use of the interchange key to encrypting small amounts of data, and then using different data exchange keys to encrypt (possibly large) amounts of data only once, limits the amount of data a listener will have available to determine the key. Even if the data exchange key is compromised, only the single session will be known; the listener will have to derive a new data exchange key for the next session.
If the interchange key is that of an asymmetric (public key) cryptosystem, the encryption and corresponding decryption will be more expensive in time, space, or both than those for symmetric cryptosystems; but the short data exchange key can be encrypted using it without affecting overall performance very much. Hence the trade-off chosen for the privacy-enhanced mail protocols was to use a symmetric data encryption key and an asymmetric interchange key.

Sender authentication and protection of message integrity are provided by sending with a message its digital signature; this is a function which computes a value based on the contents of a message. The function must be easy to compute, and it must be computationally infeasible to find any two inputs which produce the same output. For example, in a public key cryptosystem, encrypting a message with a private key produces a digital signature as large as the message; anyone can validate the signature (as the corresponding public key is widely available), and it is computationally infeasible to generate a message which will produce the same digital signature.

In practice, it is also undesirable to double the size of a message to ensure integrity. For this reason, digital signatures are often produced by using a manipulation detection code (also called a message integrity check) to compute a small, fixed-size hash of the message, and then encrypting (signing) the hash. These codes, of which one-way (non-invertible) hash functions are examples, must be easy to compute but, as with digital signatures in general, it must be computationally infeasible to find any pair of different files which produce the same manipulation detection code [14].

Both these schemes also provide an integrity check for the message. One can determine the contents of the message, or what the message hashed to, when signed; if the message sent with the signature disagrees or hashes to a different value, then either the message or the signature was altered in transit and the integrity of the communication should be regarded as violated.

Finally, if no one other than the sender has access to the sender's private key, it would not be possible for the sender to disavow a signed message. Should the sender do so, the recipient can prove the message was sent by a party with the sender's private key; since this key should be known only to the sender, the sender would then have to demonstrate that someone had stolen this key. Note that this assumes a trusted system of some sort, because if that part of the sender's system which handles the private key could be compromised, the private key could be stolen. It also assumes that messages are timestamped, that keys are issued to users whose identities have been authenticated in some fashion (for example, by a public notary), and that all compromised keys are reported at once. (A note of terminology: the key to a classical cryptosystem is called a secret key in this paper, whereas the hidden key for a public key cryptosystem is called a private key.)
Using cryptography implies that there must be a mechanism for distributing cryptographic keys to communicating parties; we now examine the ways that can be done.

2.3. Key Distribution and Management

Creating and distributing interchange keys is a complex problem; one solution described in the literature is to create key distribution centers. If the interchange keys are keys for symmetric ciphers, the key distribution centers must be trusted. Given that the Internet is composed of many autonomous domains, which are themselves often composed of other autonomous subdomains, it is very unlikely that members of such an amalgamation would trust key distribution centers not under their control. Hence the privacy-enhanced mail protocols suggest using an asymmetric cryptosystem for interchange keys, and provide a standard for the management of those keys by encapsulating the required data in certificates.

The certificates consist of the user's public key as well as information identifying the associated user and a version number of some form so that, if a user has more than one public key, the sender can identify which one was used. Also a digital signature must be included to protect the integrity of the stored data; this is a hash encrypted using the private key of an issuer, so that anyone may verify the integrity of the data by recomputing the hash and comparing that value with the value obtained by decrypting the stored signature using the stored public key. Note that the key distribution center storing the certificates need not be trusted, since the encrypted hash value binds the user, version, and public key together, and any alterations can be detected by the sender before the key is used. For this reason, that center is referred to as a directory.

The privacy enhanced mail protocols separate the key distribution scheme from the message encoding scheme. This way, users operating in an environment where they could trust a central server to manage interchange could do so, whereas users in an environment without such a server could use a certificate-based key distribution mechanism.

3. Sending a Privacy-Enhanced Mail Message

The interoperability constraints described in the introduction suggest encapsulating the header fields related to the enhancements and the privacy-enhanced body of the message so that the privacy-enhanced mail message becomes the body of a regular mail message. This has two effects. First, some user agents do not allow users (or other processes) to add special header fields holding the extra information needed to send privacy-enhanced mail; this is not a problem if the
----BEGIN PRIVACY-ENHANCED MESSAGE BOUNDARY----
Proc-Type: 4, ENCRYPTED
DEK-Info: DES-CBC, 3729F9DC6300925A
Originator-ID: someone@somewhere.com::
Recipient-ID: someone@somewhere.com::ptf-kmc:3
Key-Info: DES-ECB, RSA-MD2,
          0F65D99570758593, AEE05B42181E5E261B301291D83DB8F1
Recipient-ID: towho@somewhere.else.com::ptf-kmc:4
Key-Info: DES-ECB, RSA-MD2,
          4B425C85F819327E, 0F5FACDB20FD89B9CA8636AE7E70BE74

iwf9eh8CjiF4A90Kf8ZPayOHjAZNLvWYxsGTIt8xQxfQ0uSN4GbnHHzJPXk6saOd
tLE42WxcsvYzsYZAfbpBR3GF3nwwlY100s3LZTuwsfsGeIu/v2C+dfs1q/WIE
VesyVXPegFX1MSxZb5bv1J7WKSGE3G58TgwzuYNROPcF611Fq7RDWmS61ji3ZyFy
DNkg/J1AEWLMgP8WpfJgVg==
----END PRIVACY-ENHANCED MESSAGE BOUNDARY----

Figure 2. Sample encapsulated portion of a message (symmetric interchange keys).

Relevant header fields are encapsulated in the body. Secondly, as stated in the introduction, an important goal is to be compatible with current electronic mail processing, and adding new header fields requires that existing message transport agents be able to handle such fields. But if the enhancements are simply part of the body of a message, the message transport agents need know nothing about the new headers.

The encapsulation mechanism chosen is one widely used in electronic mail throughout the Internet [38]; that standard delimits encapsulated material between two delimiter lines. But, as privacy-enhanced mail allows multiple encapsulated bodies to be present either sequentially or with non-privacy enhanced messages interspersed, using the same delimiter to begin and end encapsulated text introduces ambiguity. So the beginning and ending delimiters must be different. Specifically, the encapsulated portion of each message is preceded by a line containing the delimiter

----BEGIN PRIVACY-ENHANCED MESSAGE BOUNDARY----
following which come the encapsulated header fields, a blank line, and the encapsulated text; a line containing the delimiter

----END PRIVACY-ENHANCED MESSAGE BOUNDARY----
indicates the end of the privacy-enhanced messages. Figure 2 and Figure 3 show examples of encapsulated portions of privacy enhanced messages. Note that if the entire message is protected, a blank line must separate the first delimiter from the enclosing headers; this is required by [13].
Figure 3. Sample encapsulated portion (asymmetric interchange keys; [26], p. 19, modified).

To keep privacy-enhanced mail processing as simple as possible, authentication and integrity checks are applied only to the encapsulated body and neither to the encapsulated header fields nor to the enclosing header fields. Privacy of header fields is provided only to the data exchange key and to no other header field. Therefore, header fields containing sensitive information (such as Subject) should be put in the encapsulated body, and when necessary can be omitted from the headers; similarly, to check the integrity of header fields, they can be replicated within the encapsulated body. Of course, doing so does not ensure the sender named in the replicated header field actually sent the message; the sender can put anything desired into the body of the message. The possibility of confusing the integrity of replicated headers with the authenticity of the sender is sufficient so that the standards do not prescribe the replication of any header fields.  

Finally, note that annotated header fields not defined by the privacy-enhanced mail protocols may be interspersed around encapsulated messages to provide related facilities, if appropriate. This enables the user agent to convey information to the user using such fields.
3.1. Transforming the Encapsulated Body

In addition to encrypting, messages must be transformed into a canonical form so that the encrypted text can be decrypted, and the message integrity check recomputed, correctly despite the vagratories of intermediate mail agents. As this proposal is designed for the Internet, the transformed encapsulated message must be sent in a form acceptable to SMTP message transport agents; the relevant requirements are:⁹

1. all characters must be members of the 7-bit ASCII character set; the successful transmission of the eighth (high-order) bit is not guaranteed (and in practice often does not work);

2. text lines may be no more than 1000 characters long;

3. text lines must be delimited by a carriage return "<CR>" followed by a line feed "<LF>";

4. the character sequence "<CR><LF>,<CR><LF>", which is used by the message transport agents to indicate the end of a message, cannot appear within the body of the message.

Because most computer systems do not use a local representation which complies with this standard (and which in fact varies between computers), some transformation of mail messages is necessary to provide interoperability between hosts using different local representations. Since the encapsulated body of a privacy-enhanced mail message may be encrypted, resulting in characters where the high-order bit must be transmitted accurately for the message to be decrypted correctly, the transformation must take this into account to provide transparency to the underlying message transport agents.

Hence the encapsulated body undergoes a three step transformation: first it is put into a machine-independent character-oriented format, then an integrity check is generated and (if required) the message is encrypted, and finally the resulting bit stream is converted to a special set of printable characters suitable for processing by any (reasonable) message transport agent. Initially, of course, the message text is entered into the system, for example with a text editor; the representation of the characters is that used by the local computer system and is called the local form. The local form is then altered in three steps.
3.1.1. Canonicalization

The message is converted into a canonical form to ensure that encryption, decryption, and integrity checking all are done on a consistent representation of the message despite the differences between end systems and the vagratories of intermediate mail agents. The representation chosen is to transform characters in the message into their ASCII representations, with the parity (high-order) bit cleared and with line (record) delimiters changed to <CR><LF>; note that this is almost the representation used by SMTP [35]. Although any consistent representation would do, this one was chosen because it is a common representation familiar to all SMTP message transport agents, and therefore software to do this is widely available throughout the Internet.

3.1.2. Authentication and Encryption

An integrity check is then computed using one of a number of specified algorithms; note that this check can be verified on any type of destination computer because it is computed on the canonical representation of the message and not the local, machine dependent, representation. Currently, three algorithms are specified. The DEA-1-based Message Authentication Code (MAC) algorithm [18] is a well-known message integrity checksum algorithm, has been examined extensively for weaknesses (see for example [1]), and appears to be quite strong; however, it is only suitable when sending a message to one recipient and does not provide for non-repudiation [30]. Hence its use is strongly discouraged for messages sent to more than one party. An alternate algorithm, the RSA-MD2 Message Digest Algorithm[27], does not suffer from this weakness and while formal analyses of it are not available, it does not appear to have any exploitable cryptographic weaknesses. Its successor, the RSA-MD4 Message Digest Algorithm [36] also appears to be quite robust and very difficult to compromise so, in the absence of evidence to the contrary, it has also been defined as an acceptable algorithm.

If privacy is required, the message will then be encrypted using an appropriate encryption algorithm with a data encryption key generated for the message. Currently, the only encryption algorithm allowed is the DES in cipher block chaining mode [16][17]. This U. S. government standard is in widespread use, has withstood the test of time, can be implemented very efficiently in either hardware or software, and all attacks known are very time-consuming. Padding is done by creating an octet containing the number of extra octets needed, and replicating it appropriately. For example, if the message required 3 octets of padding, the bits "030303" (in hex) would be added. Up to eight octets may be added to ensure the input can be unambiguously decrypted.
Figure 4. Summary of header fields; here, “KM” stands for “key management.” See the referenced sections for more information on each.

<table>
<thead>
<tr>
<th>Header Field</th>
<th>Subfields</th>
<th>Used ...</th>
<th>See Section</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proc-Type</td>
<td>protocol, proc_type</td>
<td>always</td>
<td>3.1.2.</td>
</tr>
<tr>
<td>DEK-Info</td>
<td>encalg, init_vector</td>
<td>for encrypted messages</td>
<td>3.1.2.</td>
</tr>
<tr>
<td>Sender-ID</td>
<td>address:iss_auth:ver</td>
<td>always</td>
<td>3.2.1.</td>
</tr>
<tr>
<td>Recipient-ID</td>
<td>address:iss_auth:ver</td>
<td>always</td>
<td>3.2.1.</td>
</tr>
<tr>
<td>Key-Info</td>
<td>ik_use, micalg, dek, mic</td>
<td>with symmetric IKs</td>
<td>3.2.2.</td>
</tr>
<tr>
<td>Key-Info</td>
<td>ik_use, dek</td>
<td>with asymmetric IKs</td>
<td>3.2.3.</td>
</tr>
<tr>
<td>MIC-Info</td>
<td>ik_use, micalg, mic</td>
<td>with asymmetric IKs</td>
<td>3.2.3.</td>
</tr>
<tr>
<td>Certificate</td>
<td>encert</td>
<td>with certificate-based KM</td>
<td>4.1.</td>
</tr>
<tr>
<td>CRL</td>
<td>crl_encoded</td>
<td>with certificate-based KM</td>
<td>4.2.5.</td>
</tr>
</tbody>
</table>

Figure 5. Table of Protocol Numbers.

Figure 4 summarizes the encapsulated header fields that convey the information needed to decrypt, and check the integrity of, the message. All privacy-enhanced messages contain the encapsulated header field

\[ \text{Proc-Type: protocol_version, proc_type} \]

which indicates the type of processing done. Its first subfield, protocol, is the number of the protocol used (see Figure 5). Its second subfield, proc_type, is MIC-ONLY if no part of the message is encrypted, ENCRYPTED if the encapsulated message is encrypted, or MIC-CLEAR if the message is unencrypted and not encoded as described in section 3.1.3.\(^1\) A second header field, required only for encrypted messages, conveys the message encryption algorithm and initialization vector:

\[ \text{DEK-Info: encryptalg, init_vector} \]

The first subfield is a string indicating how the message was encrypted; as only the DES in cipher block chaining mode is defined for use, this string must be DES-CBC. The second subfield is the initialization vector. Although the initialization vector is usually encrypted to prevent spoofing by altering key bits (and also altering the decryption of the first block), the integrity check will detect such tampering; hence the initialization vector need not be encrypted and is represented as a string.
of 16 hexadecimal digits. The integrity check and data encryption key will be transmitted after being encrypted with the interchange key, and we shall defer the details until the next section.\textsuperscript{18}

3.1.3. Printable Encoding\textsuperscript{19}

After the second step, the message text should be thought of as a bit stream. (The encapsulated headers are not part of this stream unless they are replicated within the message text for integrity checking purposes.) Note that even though there are an integral number of characters, all 8 bits may be significant. This form must be changed into another that meets the SMTP requirements stated above. The simplest way to do this is to expand the message.

The first thought is to group the bits into sets of 7, and transmit the 7-bit ASCII character corresponding to each. However, since some of those character sequences are special to SMTP (such as \texttt{\langle CR\rangle\langle LF\rangle, \langle CR\rangle\langle LF\rangle'} and others to the privacy enhancements (such as \texttt{\textasciitilde}, which occurs in the encapsulation delimiters), there would need to be an escape sequence. It is easier to ignore this issue by restricting the set of characters to those which are not special, The letters and digits fall into this category, as do numerous punctuation characters, but there are fewer than 128 ($2^7$) of them. Hence each bit stream is grouped into sets of 6 bits, each of which is mapped into a character in the alphabet shown in figure 6.\textsuperscript{20}

The final set of bits in each stream may contain 2 or 4 bits rather than 6. In the former case, the two meaningful bits are padded with four cleared bits, and two \texttt{\textasciitilde} characters are appended to indicate the last 4 bits are padding. In the latter case, the pad is two cleared bits, and one \texttt{\textasciitilde} is appended. Finally, the resulting character stream is split into lines of 64 printable characters (except, possibly, for the last line, which may contain fewer).\textsuperscript{21} This form is suitable for transmission by any SMTP-like message transport agent.

Grouping the stream into sets of 4 bits rather than 6 would make encoding faster and eliminate the special handling of the final set of bits. However, this would also double the length of the
encoded message. With most messages, network transmission times will dominate the time to encode the message, so the 6-bit encoding was chosen.

Because reading unencrypted, integrity-checked messages encoded in this format would require all user agents to be able to translate this printable encoding, the privacy-enhanced mail protocols allow this step to be skipped for such messages; the second field in the Proc-Type header field will be MIC-CLEAR for such messages. However, as MIC-CLEAR messages are not printably encoded, privacy-enhanced user agents should indicate that failure of the integrity checking for this type of message may result from differences in character representations between the end hosts and transformations by the message transport agents rather than an alteration of the contents of the message.\footnote{22}

3.2. Transmission of Integrity Check and Data Encryption Key

We now turn to the transmission of the data encryption key and the message integrity check. The former must be encrypted using an interchange key to protect the privacy of the message, the latter to ensure authenticity and integrity. The mechanism used to do this depends on whether the interchange key is used with a classical cryptosystem or with a public key cryptosystem. In either case, the interchange key depends upon proper identification of the sender and recipient.

3.2.1. Sender, Recipient, and Interchange Key Information\footnote{23}

The sender and recipient of each message are identified in the following encapsulated header fields:\footnote{24}

\begin{align*}
\text{Originator-ID: entity_id:issuing_authority:version} \\
\text{Recipient-ID: entity_id:issuing_authority:version}
\end{align*}

These fields specify which interchange key was used. The first subfield contains the identity of the sender or receiver, the second the identity of the authority issuing the interchange key, and the third an indicator of the specific interchange key being used. Since interchange keys depend on both the sender and the recipient, each Recipient-ID field is associated with the last preceding Sender-ID line.

The first subfield is mandatory; it also requires that each sender and recipient be uniquely identifiable. Hence it assumes the form user@host, where user is unique to host and host is unique throughout the set of hosts using electronic mail. Any scheme guaranteeing this will work, but those sites which transmit into the Internet should use the fully qualified domain name for host;\footnote{25} that name will be processed in a case-insensitive manner.\footnote{26}
The second subfield contains the unique name of the authority that issued the interchange key; it need not be unique among all entities, but must be unique over all issuing authorities.\textsuperscript{27} If certificate-based asymmetric key management is used, then this name is to be the issuing authority’s Distinguished Name encoded using the basic encoding rules of ASN.1 [7] and represented using the printable encoding form described in section 3.1.3.\textsuperscript{28} This convention was chosen because it is also used in certificates to identify issuing authorities unambiguously. The nature of a Distinguished Name will be described later; however, as examples, in Figure 3 the issuing authorities of the certificates of the recipients are the Home Office of Somewhere, Inc. and Security of Elsewhere Corp., both in the United States.

The third subfield is some number or string selected by the issuing authority to disambiguate among the interchange keys issued by that authority to the sender/recipient pair. For certificate-based interchange key management schemes, this subfield must be the serial number of the certificate; for other schemes, the proposal recommends the use of timestamps, which not only provide uniqueness but also allow an expiration date to be prescribed (for example, two years after issue).\textsuperscript{29}

If the subfields contain redundant information, they may be omitted.\textsuperscript{30} For example, if the interchange key is used in a symmetric cryptosystem, the contents of the last two subfields of both Originator-ID and Recipient-ID fields will be the same for each sender/recipient pair, and so are normally omitted from the Originator-ID field. In Figure 2, the field

\textbf{Originator-ID: someone@somewhere.com::}

identifies the sender as user \textit{someone} at host \textit{somewhere.com}, but leaves the issuing authority and version subfields blank. Additional relevant information is in the associated Recipient-ID line:

\textbf{Recipient-ID: someone@somewhere.com:ptf-kmc:3}

means that the recipient is \textit{someone@somewhere.com}, that the interchange authority named \textit{ptf-kmc} has issued an interchange key for \textit{someone} to use when he sends messages to himself (since the last preceding Originator-ID field identified \textit{someone@somewhere.com} as the sender), and that this key can be identified uniquely by the string 3. The second such field,

\textbf{Recipient-ID: towho@somewhere.else.com:ptf-kmc:4}

means that \textit{ptf-kmc} has also issued an interchange key for \textit{someone@somewhere.com} to use when sending messages to \textit{towo@somewhere.else.com}, and that this key can be identified uniquely by the string 4.
Similarly, if the sender’s public key is sent in the message as a certificate containing both the version number and issuing authority (using the certificates and the Certificate header field described in the next section), the last two subfields in the Originator-ID field may be omitted. In Figure 3, the certificate in the Certificate line is that of the sender in the preceding Originator-ID line, so the last two subfields of that field are omitted. But the Recipient-ID lines specify the issuer and serial number of the recipients’ certificates, so that they can determine which of their public keys was used to encrypt the data encryption key.

3.2.2. Symmetric Interchange Keys

With symmetric cryptosystems, the encryption key is either the same as, or easily derivable from, the decryption key. For this reason, the interchange key is defined as the single key associated with both the sender and the recipient, and the message integrity check and data encryption key follow the identification of each sender and recipient.31

The message integrity check and data encryption key for each sender and recipient pair are given on lines of the form32

\[
\text{Key-Info: } \text{ik\_use}, \text{mic\_algorithm}, \text{dek}, \text{mic}
\]

One such line normally follows each recipient name, and uses the interchange key associated with the last-preceding sender and that recipient. The first subfield identifies the algorithm which was used to encrypt the data exchange key; the proposal requires using either the DES in electronic code book mode (indicated by DES-ECB) [17] or the DES in encrypt-decrypt-encrypt mode (indicated by DES-EDE) [2]; these were chosen because they are cryptographically very strong, can be implemented efficiently in hardware or software, and are used by standards relied upon throughout different communities.33 The second subfield identifies the algorithm used to generate the message integrity check; this subfield must be MAC (for the DEA-1-based algorithm), RSA-MD2 (for the RSA-MD2 Message Digest Algorithm) or RSA-MD4 (for the RSA-MD4 Message Digest Algorithm).34 The third and fourth subfields are the data exchange key and the message integrity check encrypted using the algorithm given by the first subfield with the interchange key. Both are represented as strings of hexadecimal digits. For example, in Figure 2, the line

\[
\text{Key-Info: } \text{DES-ECB, RSA-MD2, 0F65D99570758593, AEE05B42181E5E261B301291D83DB8F1}
\]

indicates that the message integrity check was computed using the RSA-MD2 Message Digest Algorithm, and both it and the data exchange key were encrypted using the interchange key and
the DES algorithm in electronic code book form. The second Key-Info line in that figure indicates the same algorithms, but since another Recipient-ID line has occurred since the last Key-Info line, the data encryption key and message integrity check were encrypted with the interchange key for the sender/recipient pair someone@somewhere.com and towho@somewhere.else.com (and hence look quite different than in the preceding line).

### 3.2.3. Asymmetric Interchange Keys

With public key cryptosystems, encryption and decryption keys are different, and neither can be derived merely by knowing the other. This allows authentication and encryption to be done with two different keys, and so the interchange key is comprised of both the recipient’s public key and the sender’s private key, the former being used to encrypt the data exchange key (privacy), and the latter being used to encrypt the message integrity check (integrity/authenticity).\(^{35}\) The message integrity check and data encryption keys are given by two different header fields because the parts of the interchange key differ. The message integrity check is given in header fields of the form\(^{36}\)

\[
\text{Key-Info: ik\_use, dek}
\]

The first subfield is the name of the algorithm used to encrypt the data encryption key; since only one algorithm is currently defined for this purpose, the first subfield will always be RSA.\(^{37}\) The second subfield is the data exchange key, encrypted using the recipient’s public key and represented as a string of printable encoding characters using the encoding transformation. For example, in Figure 3 the header fields

Recipient-ID: someone@somewhere.com:MF8xCzAJBgNVAYTAlVTMRowGAYDVQQKEw9Tb21ld2hlcmUsIEluYy4xHAcBbNVBAstCkhvbWUgT2ZmaWNl:3

Key-Info: RSA,

1BLpvXR0UrUykNpkoagV2izUpk8tEjmF/xxB+bATMtpjCUWbz8Lx9w1oIXikjHU

Recipient-ID: towho@somewhere.else.com:MF8xBjAJBgNVAYTAlVTMRowGA

YDVQQKEw9FbHN1d2hlcmUqQ29ycC4xHAcBbNVBAstCFN1Y3VyaXR5:4

Key-Info: RSA,

NcUk2jHEUSoH1nvNSIWL9MLlRhB0eJzyhP+/fSSdwB8okeEnv47jxe7SJ/iN72oh

show that the sender (someone@somewhere.com) has encrypted the data encryption key using RSA and his public key for the first recipient (himself), and using RSA and towho@somewhere.else.com’s public key for the second.

The message integrity check is transmitted similarly, in a header field of the form\(^{38}\)

\[
\text{MIC-Info: ik\_use, mic\_algorithm, mic}
\]
The first subfield identifies the algorithm used to compute the integrity check, and so must be either MAC (if the DEA-1-based algorithm was used), RSA–MD2 (if the RSA Message Digest Algorithm was used), or RSA–MD4 (if the newer RSA Message Digest Algorithm was used). The second subfield identifies the algorithm used to encrypt the integrity check; again, currently this must be RSA. The final subfield is the message integrity check encrypted using the sender’s private key and then represented as a string of printable encoding characters using the encoding transformation. If the message is encrypted, then the message integrity check must also be encrypted (using the same algorithm and data encryption key as the message); otherwise, if an encrypted message known to correspond to one of \( n \) possible plaintexts, were intercepted, then comparing the intercepted message’s integrity check with those of the plaintexts would show precisely which one the intercepted message corresponded to. Note that the information is associated with the sender and not the recipient, so this line should only occur after the Originator-ID field. In Figure 3, the header field

\[
\text{MIC-Info: RSA-MD2,RSA, 5rDqUcMlK1Z6720dcBWGGsDLpTpSCnpotJ6UiRRGaDSvzrsoK+oNvqu6z7Xs5Xfz}
\]

and its location show that the message integrity check was computed using the RSA-MD2 Message Digest Algorithm, and encrypted using the RSA algorithm and someone@somewhere.com’s private key.

4. Key Management Infrastructure

If asymmetric interchange keys are used, a method for ensuring that correct public keys are made available must be provided; without such assurance, an active wiretapper could spoof the intended recipient and read the sender’s supposedly private message, or could alter or forge messages from another sender. The privacy-enhanced mail protocol suggests using X.509 [11] compliant certificates containing an entity name, a public key, an issuer name, and a digital signature created by the issuer based on its public key and the information in the certificate. This section presents the architecture for managing those certificates.

4.1. Overview of Certificate Management Architecture

The architecture envisions a set of trees with the inner nodes being organizations entitled to issue certificates. The root of each tree will be a top-level certification authority; each of the inner nodes will be a certification authority. The leaves are subjects to whom certificates are issued, and who are not authorized to issue certificates themselves. The next higher tier is composed of
organizations who may certify users; the next tier is composed of organizations who may certify other organizations, and so forth. In all cases a certifying authority may only certify those entities directly beneath it. The top-level certifying authority (or any certifying authority, for that matter) establishes its own procedures for and rules for determining what entities it will certify, how those entities request certification, and how the certification is done. This arrangement of certifying authorities within each tree is a subset of the certification hierarchy allowed under X.509.

The problem of transmitting and obtaining certificates for use with privacy-enhanced electronic mail in the absence of ubiquitous directories containing certificates is solved by including one or more instances of two optional encapsulated header fields in the privacy-enhanced mail message. The encapsulated header field contains the sender’s certificate as a bit stream represented as a string of printable encoding characters using the encoding transformation. Normally only one such field would be present. Similarly, the encapsulated header field contains the sender’s certificate as a bit stream represented as a string of printable encoding characters using the encoding transformation. Normally only one such field would be present.

Certificate: encoded_certificate

Issuer-Certificate: encoded_certificate

is like the Certificate field, except that it contains the certificate of the issuer of a certificate. As many of these header fields as necessary to enable the recipient to validate the certificates in either the Certificate or in another Issuer-Certificate header field may be present. Note that this field is optional, and once directory servers containing certificates become widely available, will fade into disuse. Examples of both these fields are given in Figure 3.

We now examine the contents of certificates, the management of certificates, and how the two relate to one another.

4.2. Certificate Definition and Use

A certificate binds a public key to an issuing authority, subject (which may be a user or some other entity), and other information. Each contains a version number indicating which certificate format is used (currently the only format defined is this one, so the version number will be 0), a subject identity, an issuer name, a serial number defined by the issuer (certifying authority) and unique to that certifying authority, a validity period during which the certificate is valid, the subject’s public key, and a certificate signature binding all the above information together. The signature is generated by computing a hash of the certificate and encrypting the hash with the certifying authority’s private key. Currently the only signature algorithm is the md2WithRSA al-
<table>
<thead>
<tr>
<th>attribute</th>
<th>meaning</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>country (ISO 3166 [20] encoding)</td>
<td>m*</td>
<td>m</td>
<td>o</td>
<td>o</td>
<td>o</td>
</tr>
<tr>
<td>S</td>
<td>state or province name</td>
<td>o</td>
<td>m</td>
<td>o</td>
<td>o</td>
<td>o</td>
</tr>
<tr>
<td>L</td>
<td>locality name (e.g., city)</td>
<td>o</td>
<td>m</td>
<td>o</td>
<td>o</td>
<td>o</td>
</tr>
<tr>
<td>O</td>
<td>organization name</td>
<td>m*</td>
<td>-</td>
<td>m</td>
<td>m</td>
<td>o</td>
</tr>
<tr>
<td>OU</td>
<td>organizational unit name</td>
<td>o</td>
<td>-</td>
<td>o</td>
<td>o</td>
<td>o</td>
</tr>
<tr>
<td>CN</td>
<td>common name</td>
<td>-</td>
<td>m</td>
<td>m</td>
<td>-</td>
<td>m</td>
</tr>
<tr>
<td>T</td>
<td>title</td>
<td>-</td>
<td>-</td>
<td>o</td>
<td>m</td>
<td>-</td>
</tr>
<tr>
<td>PA</td>
<td>postal address (e.g., street or box)</td>
<td>o</td>
<td>m</td>
<td>o</td>
<td>o</td>
<td>o</td>
</tr>
</tbody>
</table>

Figure 8. Summary of Distinguished Name attributes and their meanings. The columns labelled 1 through 5 indicate whether, for that kind of Distinguished Name, the attribute is mandatory (m), optional (o), or prohibited (-). The columns refer to the following kinds of Distinguished Names: (1) certifying authority; (2) residential person; (3) organizational person; (4) organizational role; (5) distribution list.

gorithm [33], which computes a message hash using the RSA Message Digest Algorithms RSA-MD2, and then encrypts it using the RSA encryption algorithm with the private key of the issuing authority. An example certificate is shown in figure 7.

4.2.1. Identity and Distinguished Names

Both issuers and subjects must be identified unambiguously; the mechanism chosen to do this is the Distinguished Name, which is a set of attributes containing a key and a value. An example of a typical Distinguished Name might be:

/C=US/O=Dartmouth College/OU=Dept. of Math & CS/CN=Matt Bishop/

where “Matt Bishop” is the subject's Common Name, “Dept. of Math & CS” is the Organizational Unit name, “Dartmouth College” the Organizational name, and “US” the Country name. The allowed Distinguished Name attributes and what they signify are shown in Figure 8; precisely which attributes may be used depends on which kind of Distinguished Name is being used:

1. A certifying authority is an entity authorized to issue certificates, and the Distinguished Name of such an authority always appears in the issuer field. As such an authority is never an individual, it has no associated Common Name or Title. Further, the Country in which the certifying Authority resides (or the Organization Name, if it is a multinational entity), must be present. Further identifying information (such as the Locality, Organizational Unit, and so forth) must be present if necessary to unambiguously identify the issuing authority.

2. A residential person is an entity not claiming affiliation with any organization, for example a person who obtains a certificate for private use. The Distinguished Name must unambiguous-
Figure 7. An example of a certificate. The certificate is a bit stream encoded as described in section 3.1.3. For illustrative purposes, the printable encoding step of that section has been omitted, and the hex representation of the ASN.1 encoding is shown above. The signature may be checked using the issuer public key 31 86 38 84 a5 a5 6a 53 7a 8c 5c 79 80 1c 63 fd 98 51 13 36 ae 14 1e 61 f8 e2 1b f0 81 a2 1c bd 02 68 6f 63 ea 2a 9f 8c c1 8d 1a 0d c6 f7 a1 0f 74 8d 9d 90 5b 0a 50 56 d0 57 93 bb 37 76 9a a9 2b ef a9 16 a8 dc 20 99 fb da 1a cb e9 91 ae 00 (hex); note that this public key is not RSA Data Security, Inc.’s public key, but merely one used to generate this example of a certificate.
ly identify the person by providing an address. No organizational attributes may be given.

3. An *organizational person* is an entity claiming affiliation with an organization, for example a professor whose certificate is issued by (or on behalf of) his college. In its Distinguished Name, the Common Name of the person and the Organization with which he is affiliated are required; other attributes are optional.

4. An *organizational role* is a position within an organization to which the certificate is tied; it may be filled by many people over time, but the certificate stays bound to the role and not the individual holding that position. Required attributes of this kind of Distinguished Name are the Organization and the Title of the role; other attributes except the Common Name are allowed. The Common Name is specifically disallowed to prevent confusion between this type of Distinguished Name and that of an organizational person.

5. A distribution list is a collection of users, and mail sent to it is forwarded to all those users. Its Distinguished Name requires the Common Name attribute to be the distinguished string *Distribution List* (to distinguish it from an individual), and allows any other attributes except Title to be present.

As another example, the Distinguished Name for the organizational role of postmaster might be:

/C=US/O=USRA/OU=RIACS/OU= Network Systems Division/T=Postmaster/

This name contains two hierarchical organizational unit names ("Network Systems Division" is a branch of "RIACS" which is in turn a research laboratory of "USRA"). If multiple organizational unit names are present, they are taken hierarchically, with the broadest unit first.54

This information is encoded into a certificate using the ASN.1 [6][7] representation shown in X.509, Annex G, which is part of the international directory standard. This is the same format as is used for the encoding of the issuer identity in the Originator-ID and Recipient-ID lines described in section 3.2.1.

### 4.2.2. Certification Authorities

At the root of each certification hierarchy is a top-level certifying authority. This organization may issue certificates and it may authorize other organizations to issue certificates, imposing upon them whatever restrictions it wishes. It may also make agreements with other top-level certification authorities to allow interoperability across different hierarchies; these agreements are essen-
tially cross-certification, where each top-level certification authority generates and makes available certificates for the other.\textsuperscript{55}

Cross-certification agreements are not transitive; that is, if one top-level certifying authority cross-certifies a second which in turn cross-certifies a third, the first and third are not cross-certified. The reason for this restriction is that cross-certification implies satisfaction with and acceptance of legal and certification procedures of the cross-certified top-level certification authority, and that must be done with knowledge of those agreements, not by default. Hence, a certification path may have elements of at most two hierarchies.

A certifying authority is one which may issue certificates. With three exceptions to be discussed in the next section, when a certificate is issued, the issuing certifying authority is vouching for the identity as embodied in the subject’s Distinguished Name; that is, if an organizational affiliation is shown, such affiliation has been proved, and the public component as embodied within the certificate belongs to that subject. How such proof is given is up to the certifying authority, but may be affected by contracts or licenses with the top-level certifying authority.\textsuperscript{56}

A key component of acquiring this proof is the organizational notary.\textsuperscript{57} The organizational notary is a clearinghouse for certificate orders within an administrative domain such as an organization or organizational unit, and is assumed to be somewhat independent of the users in that administrative domain. Only those users in the domain may order certificates through that organizational notary, who accepts and validates the information to be put in the certificate; the manner in which this is done is up to the organization, except for certain minimum requirements which the top-level certifying authority may establish as a condition of making the organization a certifying authority. If necessary, the notary may alter the period of validity (to comply with the policies of the certifying authority), the serial number (to ensure it is unique among all those issued by the certifying authority), or any other field in the certificate except the user’s personal name (in the Distinguished Name) and the user’s public key. Under normal circumstances, though, only the serial number and validity period are likely to be changed.

The use of an organizational notary has benefits both to the user and to the organization. First, it enables the organization to validate those to whom it issues certificates quickly and easily. Secondly, the user need not go to an outside party to prove his or her association with the organization; it can be handled in-house. Third, should the user leave the organization, his or her affiliation can be repudiated by revoking the certificate. The benefits to the certifying authority are also large, residing mainly in the ability to delegate the job of verifying the information provided by the
user. Since there will be far fewer organizational notaries than users, they can be screened more carefully.58

A certifying authority’s private key is used to sign certificates and is never used as a component of an interchange key, hence a certifying authority’s certificate is useful only for validation purposes. This limits the damage should such a private key be compromised; while certificates could be forged (until the corresponding public key certificate were revoked), privacy-enhanced messages protected using certificates issued before the compromise by the compromised certifying authority would still be protected.59 (Of course, an attacker could use the private key to generate forged certificates and date them before the compromise; hence, all certificates issued by the compromised certifying authority should be considered suspect when its private key is compromised.)

Finally, even though there may be other certifying authorities between the issuer and the top-level certifying authority, all certificate hierarchies follow the convention that each certifying authority’s certificate is signed by the top-level certifying authority. This shortens the certificate validation procedure, described below.60

4.2.3. Conventions and Special Certificates61

Under normal circumstances, a person obtaining a certificate with an associated organization in the subject name is presumed to be closely affiliated in some way with that organization. Under certain circumstances, such affiliation may not be desired, for example if the person is visiting for a limited period of time. In this case, the certifying authority may issue a guest certificate in which the final attribute of the issuing authority name is an Organizational Unit name with a value the distinguished string Guest. For example, if the certifying authority Dartmouth College issues a certificate to visiting professor Tom Jones, the issuing authority name would be

/C=US/O=Dartmouth College/OU=Guest/

and the subject name would be

/C=US/O=Dartmouth College/OU=Guest/OU=Dept. of Math & CS/CN=Tom Jones/

Note that a guest certificate affirms the identity of the user; it merely asserts a weak, rather than a strong, affiliation with the organization. Of course, the certifying authority cannot issue such a certificate for a member of another organization.

A similar type of certificate, the notary certificate, asserts that the user’s identity has been proved to the certifying authority but that no organizational affiliations are present. This is most
<table>
<thead>
<tr>
<th>certificate</th>
<th>degree of affiliation</th>
<th>certainty of identity</th>
</tr>
</thead>
<tbody>
<tr>
<td>persona</td>
<td>none</td>
<td>none</td>
</tr>
<tr>
<td>notary</td>
<td>none</td>
<td>strong</td>
</tr>
<tr>
<td>guest</td>
<td>tenuous</td>
<td>strong</td>
</tr>
<tr>
<td>other</td>
<td>strong</td>
<td>strong</td>
</tr>
</tbody>
</table>

Figure 9. How the different types of certificates bind subject (user) identity and affiliation with organizations named in the subject’s Distinguished Name. The entries indicate the representations being made by the certifying authority in each case; so, for example, in a notary certificate, the certifying authority has verified the user’s identity but makes no claims about any organizational affiliations.

useful when certificates are issued to residential persons, and in fact notary certificates may only be used for that type of entity; they may never be used for an organizational person or role (nor certifying authority or distribution list). In this case, the final attribute of the issuing authority name is an Organizational Unit name with a value the distinguished string Notary. For example, if Dartmouth College issues a residential certificate to Tom Jones, the issuing authority name would be

/C=US/O=Dartmouth College/OU=Notary/

and the subject name might be

/C=US/S=New Hampshire/L=Hanover/CN=Tom Jones/

Under other circumstances, holders of certificates may wish to remain anonymous, but ensure that recipients of successive letters be aware that the letters came from the same sender, and to ensure integrity and/or privacy; this essentially preserves the anonymity currently provided by the ability to use arbitrary electronic mail names. One possible use may be to report a security problem anonymously. A certifying authority may issue persona certificates in which it explicitly is not vouching for the identity of the user. The final attribute of the issuing authority name in such a certificate is an Organizational Unit name with a value the distinguished string Persona. To continue the example, if Certificates, Inc. issued a persona certificate, the issuing authority name would be

/C=US/O=Certificates, Inc./OU=Persona/

In such a certificate, the subject name should be considered arbitrary and in no way reflective of the identity of the user to whom the certificate was issued.

Figure 9 summarizes the representations of the certifying authority with respect to subject identity and organizational affiliation for these types of certificates.
4.2.4. Certificate Validation

Checking the validity of a certificate is straightforward. As noted above, each certificate contains an entity name, a public key, an issuer name, a digital signature created by the issuer based on its private key and the information in the certificate, and some other information. To validate that the certificate has not been altered, one need only obtain the issuer’s certificate, extract the public key, and use that to decrypt the digital signature on the certificate in question. If this differs from the (locally computed) hash of the certificate in question, that certificate is bogus. The certificate of the issuer may be checked using the same procedure once the certificate of the top-level certifying authority (which will be widely publicized) is obtained.62

Note that the convention of having the top-level certification authority certify all other certification authorities in its domain means that within a domain, validation requires checking two certificates. If the original certificate came from another domain which is cross-certified by the local domain’s top-level certification authority, then a third step is necessary: the certificate of the remote top-level certification authority must be checked by using the local top-level certification authority’s certificate. So in the worst case, at most three certificates must be validated. Keeping the validation path so short was a primary consideration in defining the convention that the top-level certification authority certifies all certification authorities in its domain.

4.2.5. Certificate Revocation

Each certificate is issued for a limited period of time, and – more importantly – may be invalidated or compromised in a number of ways. For example, the entity name might change, or the private key associated with the public key in the certificate may be revealed. The international standard X.509 places the responsibility for maintaining time-stamped lists of revoked certificates, as well as revoked certificates representing certifying authorities, upon the certifying authority issuing the certificates. So the serial number of the compromised certificate is added to a revoked certificate list maintained by the certifying authority issuing the certificate. This list is signed by the private key of the certifying authority, is dated, and contains the date at which the next revoked certificate list will be issued. Although an addition to the format prescribed by X.509, this date enables a site to determine if the revoked list is the most recent one from that certifying authority. Note that this requires a new list to be issued at the stated time even if no certificates have been revoked; however, it also allows a site to determine if the list is out of date.63
Top-level certifying authorities are required to establish a database which maintains certificate revocation lists for all certification authorities in its domain, and that is accessible through electronic mail. Further, all certifying authorities must transmit their current list to the top-level certifying authority as well as to users and user agents within their domain.

Transmission of the lists may be done in a number of ways. The currently-defined mechanism is to use privacy-enhanced mail to propagate these certificate revocation lists. Such a letter contains three types of header fields: a Certificate field containing the certificate of the certifying authority issuing the list, any number of Issuer-Certificate fields, and a CRL field:

\[
\text{CRL: crl\_encoded}
\]

containing the certificate revocation list crl\_encoded encoded using the printable encoding defined in section 3.1.3. Future mechanisms may include the use of a USENET newsgroup.

4.3. Example of a Certifying Authority Hierarchy: RSA Data Security Inc.

The use of this certification mechanism requires a public key cryptosystem which must meet several conditions:

1. it must provide both privacy and authentication;
2. it must be (relatively) efficient to implement in either software or hardware;
3. it must expand the encrypted information as little as possible;
4. it must be (or at least be believed to be) cryptographically strong.

In addition to meeting all these requirements, the RSA cryptographic algorithm [37] is also the primary algorithm recommended for use in international standards requiring (or recommending) use of a public key cryptosystem. So the initial asymmetric cryptographic algorithm defined in the proposal is the RSA algorithm.

The basic requirements for the RSA algorithm in this context are that the modulus size vary between 508 and 1024 bits (or approximately \(8.4 \times 10^{152}\) and \(1.8 \times 10^{309}\)),\(^64\) and that the public exponent be either 3 or \(2^{16}+1\).\(^65\) The former requirement is intended to make determining the private key acceptably hard, and the latter to allow the public key to be the modulus alone rather than the modulus and the public exponent; the algorithm identifier will indicate which of the two is being used. The public exponent \(2^{16}+1\) was selected because it allows relatively efficient processing\(^66\) and it is recommended by X.509, Annex G. The exponent 3 was chosen because exponentiation is even faster. Finally, if the message integrity check must be padded, it is to be padded on the left.
with the ASN.1 encoding of the identifier for the integrity checking algorithm and then with zeroes, and if the data encryption keys must be padded, they are to be padded with zeroes unless the message is addressed to multiple recipients and the public exponent is 3 [31]. In this specific case, a pseudorandom 64-bit quantity is to be generated for each recipient and as many copies as will fit are to be placed to the left of the data encryption key before encrypting.67

The RSA algorithm is covered within the United States by patents administered by RSA Data Security, Inc. (These patents do not apply outside the United States or to the United States government.) Currently RSA Data Security, Inc. plans to act as a top-level certifying authority, and the certificates it issues include a license to use the RSA algorithm for certificate validation and encryption and decryption operations to send privacy-enhanced electronic mail.58

4.3.1. Issuing Organizational Certificates

A top-level certifying authority must provide for the certification of lower-level certifying authorities, and the approach taken by RSA Data Security, Inc. indicates the care that this process requires to ensure private keys are not compromised. There are two scenarios possible, one in which the organization signs its own certificates and the other in which RSA Data Security, Inc. signs certificates on behalf of the organization. In either case, the organization is the certifying authority. In either case, these organizations must first establish with RSA Data Security, Inc. an appropriate pair of keys, called “organization keys,” to sign certificates issued by the organization. Either RSA Data Security, Inc. will hold the private key and sign certificates for that organization, or the organization will hold the key and use it to generate and sign the certificates it issues. The method for obtaining a certificate for oneself depends on where the organization private key is held.

4.3.1.1. RSA Data Security, Inc. Holds the Organization’s Private Key

If RSA Data Security, Inc. is to sign a certificate on behalf of the organization, the user must first generate a public key and private key pair (possibly by using special-purpose software), and include the public key in a certificate. He then constructs a prototype privacy-enhanced electronic mail message with the certificate signed using his own private key, and sends this to his organizational notary. The organizational notary accepts and validates the information in the electronic letter, and then forwards the electronic message to RSA Data Security, Inc. by privacy-enhanced electronic mail; this letter indicates that the organizational notary vouches for the correctness and integrity of the information, and authorizes RSA Data Security Inc. to sign a certificate on behalf of the organization.
When RSA Data Security, Inc. receives the electronic and paper letters and its fee, and is convinced all is in order, it issues a certificate signed with the private key of the organization.\textsuperscript{69} This certificate will be valid for two years, at which point a new certificate must be acquired.

Not surprisingly, the fee required when RSA Data Security, Inc. signs certificates on behalf of the organization is the most controversial point of the scheme; while the fee seems small, if a computer installation has several thousand users and wishes to obtain certificates for all, the cost grows rather quickly. Possible solutions include having the users buy their own certificates (which is reasonable since those who do not can still use regular electronic mail), or buying certificates only for those for whom the installation deems them a necessity.

4.3.1.2. The Organization Holds its Organization Private Key

Some organizations may object to the loss of autonomy entailed by giving their private key to RSA Data Security, Inc., or may find the fee for the certificate generation service not to be cost-effective. An alternate arrangement involves attaching to a workstation (or other computer) a device known as a certificate signature unit.\textsuperscript{70} This tamperproof device is like postage meters but signs certificates. Organizations using these devices are their own issuing authority.

Figure 10 summarizes the protocols that the certificate signature unit uses. They were designed with two goals in mind: first, that the issuing authority’s (organization’s) private key never be transmitted to anyone; and second, that RSA Data Security, Inc. be able to control the number
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Figure 10. Protocols for the certificate signature unit. The CSU exchanges public information about the issuing authority with RSA Data Security, Inc., using a channel on which authentication only is done. The issuing authority’s private key is encrypted using a symmetric cryptosystem, once with the CSU’s secret key and then with the IA’s secret key, which is stored on a removable key storage device. The doubly-encrypted private key is then stored on a second removable key storage device. Both must be inserted into the CSU before any certificates may be signed.
of certificates issued (for royalty purposes). To ensure these two goals, the messages sent over the
communications channel between the certificate signature unit and RSA Data Security, Inc. are au-
thenticated (so they cannot be altered in transit) but not encrypted (so the issuing authority can be
convinced that the certificate signature unit is not sending the issuing authority’s private key to
RSA Data Security, Inc.); hence, this channel is called the authenticated channel. To prevent the
issuing authority private key from having to be entered manually or downloaded from another
computer (doing either would ensure the key would be written down or stored in a memory from
which it could be read), it is encrypted and stored on a removable key storage device that can be
inserted (and removed) from the signature unit. When the key is stored, it passes over a communi-
cations channel secured by symmetric cryptography (and called the secure channel); associated
with the unit is the certificate signature unit secret key, used to encrypt the issuing authority private
key before it is stored on the removable key storage device. Note that this binds the device to the
particular unit. Physical security practises dictate that this information be protected in such a way
that the loss of the removable key storage device will not compromise the organization, so before
being stored on the device, the encrypted issuing authority private key is again encrypted using a
secret key associated with the issuing authority. This key is also stored on another removable key
storage device. Note that both removable key storage devices must physically be inserted into the
certificate signature unit before any certificates may be signed, and the device containing the issu-
ing authority’s private key must be present when each certificate is signed.

When an organization buys a certificate signature unit, the meter comes with the certificate
signature unit private key (used for the authenticated channel), the certificate signature unit secret
key (used for the secure channel), and RSA Data Security, Inc.’s public key stored in tamperproof
memory. The organization must now generate an issuing authority private key and the associated
public key. First, the unit generates an issuing authority secret key (for the secure channel) and
saves it on one removable key storage device. It then generates an RSA key pair (to be used as the
issuing authority private and public keys), signs the new public key with the certificate signature
unit private key, and returns the result to the workstation it is attached to. It then encrypts the new
private key with the certificate signature unit secret key and the issuing authority secret key, and
stores the result on a second removable key storage device. The organization can verify the meter
generated the issuing authority’s key pair by using the generation unit’s public key to validate the
issuing authority’s public key), and at no time does the organization itself (or RSA Data Security,
Inc.) have access to its issuing authority private key except through using the removable key storage devices. This prevents anyone from issuing certificates without proper authorization.

That authorization is provided both by the organization, upon insertion of both removable key storage devices into the certificate meter, and by RSA Data Security, Inc., which sends the issuing authority an authorization message good for some limited number\(^71\) of certificates. These authorization messages are transmitted to the certificate signature unit as they arrive. To issue a certificate, the organization first ensures the unsigned certificate resides on the attached workstation. The issuing authority private key is supplied by inserting the key storage devices into the meter, which then decrypts the private key. Then for each user, the issuing authority sends the meter an unsigned certificate; the meter checks that the serial number of the certificate sequentially follows the serial number of the previous certificate, that the certificate is in the correct ASN.1 encoding, that the subject belongs to the organization issuing the certificate, and that the Distinguished Name of the organization is the same as in the authorization message; if all these conditions hold, the unit will sign the certificate with the organization private key and return the result to the issuing authority.

In addition to charging for the certificate meter, RSA Data Security, Inc. will charge a much smaller royalty per certificate than if RSA Data Security, Inc. generated the certificate itself. The reason for the difference in cost lies in the administrative overhead for RSA Data Security, Inc. With the certificate signature unit, that organization need only supply the software and box once. However, if RSA Data Security Inc. manages an organization’s private key and generates certificates on behalf of that organization, it will have overhead of extra personnel and equipment to run the software and to provide adequate management and protection for those keys and software. Hence the expense of having RSA Data Security, Inc. create the certificates is greater than using the certificate signature unit.

5. Implementation Requirements\(^72\)

Although the privacy-enhanced electronic mail proposals do not mandate details of implementation of the protocols, they do place certain constraints on what conforming implementations must do. The two most important restrictions are upon the processing of nested privacy-enhanced messages and error handling.

The proposals require conforming implementations to handle both recursively nested messages and serially nested messages; so, for example, a privacy-enhanced message may be placed
in the body of a second message and forwarded, and that message may itself be put into the body of a third message and forwarded, and so on. Similarly, a set of privacy-enhanced messages may be placed one after the other inside the body of a privacy-enhanced message. Precisely how the implementation handles such cases is up to the implementor, and one conformant prototype implementation simply requires the user to run a text editor on the message to extract each enclosed privacy-enhanced message and store it in its own file; each file may then be checked (and decrypted, if necessary). But some mechanism for doing this must be available and usable with the privacy-enhanced user agent.

More interesting are the requirements for handling errors. Syntax errors in privacy-enhanced messages should be flagged, as should messages which yield an incorrect message integrity checksum. If the message is not of the type \texttt{MIC-CLEAR}, the latter case raises a very serious user interface issue: should the user be shown a message which may be useful even in its altered state? For example, if a character was deleted due to network transmission problems, the rest of the message may give the user enough indications to be able to reconstruct the sender and contact him for more information. On the other hand, if the entire message is forged, the user can place no reliance on it at all. The privacy-enhanced mail proposal strikes a balance between not showing the letter at all and showing the letter with a warning that the user may ignore (or not notice): it requires that the user be informed of the error and \textit{then} be forced to ask that the relevant message be shown. This positive indication is the best technique to ensure the user is aware of the problem and accepts the risks of reading the message (and acting on it, if he does).

In any case, a user agent conforming to the requirements of the privacy-enhanced mail protocols must display the full distinguished name of the sender; if the message is encrypted, the full distinguished name of each recipient must also be shown. Further, if any certification path involves cross-certification of top-level certifying authorities, this must be made apparent to the user, as must the use of any persona certificates. The precise mechanism is up to the implementor.

Finally, an error may occur because a privacy-enhanced letter is mis-addressed. In this case, most message transport agents will return the letter to the originator. However, if the letter is encrypted, the sender could not read the contents, because he has none of the recipients' private keys. So, in order to enable the sender to process any encrypted message which is returned as undeliverable, all privacy-enhanced mail implementations must allow the sender to insert a \texttt{Key-Info} header field after the \texttt{Originator-ID} header field. This line may then be used to decrypt the message should it be returned.
6. A Symmetric Key Distribution Mechanism

Although the privacy-enhanced mail proposal recommends interchange keys be distributed using certificates, alternate key distribution methods may be used with it. In particular, given a trusted third party (server), symmetric cryptography may be used.

The simplest such configuration [32] works by having each user establish a secret key known only to her and to the key distribution center. When one user wishes to send privacy-enhanced electronic mail to another, the sender obtains a data exchange key, encrypts the message in the normal manner, then encrypts the data exchange key and message integrity check using her interchange key, and transmits them to the trusted server. The server decrypts the two and encrypts them using its own key, along with the sender’s identity. These are returned to the sender, who then inserts them into her message and sends the message. The recipient relays the information in the **Key-Info** and **Sender** fields to the trusted server, which decrypts the contents using its key and then encrypts them using the recipient’s interchange key. When the recipient gets the result from the server, he can decrypt the message in the usual way.

The main problem with this scheme is that, in addition to trusting the user agents, the key distribution center must also be trusted; if it is not, the scheme is worthless. Since the proposal is intended as an Internet standard, it cannot realistically expect an entity on the internet to trust servers *not* under its control. Hence, the key distribution proposal in support of privacy-enhanced electronic mail uses a public key cryptosystem and a mechanism that does not require trusting a single host.

Notice that trusting a certifying authority and trusting a server of the sort described here are very different. If the server is compromised, any of its subscribers can be impersonated and existing privacy-enhanced electronic letters read, as well as all letters sent after the compromise. However, if a certifying authority is compromised (by someone obtaining the secret keys it signs certificates with) the only damage is that new certificates can be forged, users impersonated, and electronic mail sent using those certificates can be read; electronic mail sent with certificates existing at the time of compromise is still protected, as are all letters sent before the compromise. In short, compromising a trusted server compromises everything; compromising a certifying authority does not compromise previously sent messages.

A second problem with trusted servers springs from the use of multiple servers in different domains introduces latencies in negotiating exchange keys. If someone at Dartmouth were to send
a letter to someone at Purdue, the Dartmouth and Purdue servers would have to coordinate the selection of the interchange key. This would have to be done in a very timely fashion to prevent delays in the message transmission; this suggests replication of data on different servers, once again raising the issue of trusting a server not under local control. The alternative is to accept that encrypted mail might be delayed due to reasons beyond the control of the message transport agents.

We should also note that this server does more than provide an authentication service: it provides a digital signature service. An authentication service confirms the identity of the user, and may provide credentials attesting to the authentication. However, a digital signature service not only authenticates the user but also binds the user's identity to the message being sent. An authentication tool would therefore be quite unsuitable for this scheme; in particular, the functionality of the authentication server Kerberos [40] would need to be radically expanded to make it suitable.

7. Forwarding Messages and Mailing Lists

Privacy-enhanced electronic mail can be forwarded, but if asymmetric interchange keys are used there is a subtlety. If the message is of type MIC-ONLY or MIC-CLEAR, the message integrity checksum in the MIC-Info header field is decrypted using the sender's public component, and re-encrypted using the recipient's private component; the message may then be forwarded; as an alternative, it can simply be placed within the body of another privacy-enhanced mail message. If the message is of type ENCRYPT, however, it cannot be forwarded encrypted. The only possible approach (the recipient decrypts the data encryption key, uses that key and the originator's public component to decrypt the message integrity checksum, encrypts the message integrity checksum using his private component and the data encryption key, and then encrypts the data encryption key using the public component of the party to whom the message is to be forwarded) fails because the originator is now lost; the message appears to have originated at the forwarder. Note also that in this case the message cannot simply be enclosed in another privacy-enhanced message, as the decryption requires the private key of the forwarder.

If symmetric interchange keys are used, the procedure is similar, except that the transformations involve agreed-upon secret keys, and in neither case can the message be forwarded simply by enclosing it in another privacy-enhanced mail message.

Sending a privacy-enhanced message to multiple recipients is straightforward and needs not be elaborated upon. However, the case when those multiple recipients are part of a mailing list (in which a letter sent to a single address is exploded or forwarded to multiple recipients) does.
In some cases, the membership of a mailing list may not be known or available to a sender for a variety of reasons. The host on which the alias is exploded may not be willing to reveal that information. The mailing list may itself contain mailing lists (for example, the mailing list csnet-forum@relay.cs.net has as an address csnet-forum@dartmouth.edu, which is itself a mailing list). In this case there must be an interchange key associated with the list; then all letters sent to the list are simply forwarded to each member of the list as described above.\textsuperscript{73}

If the sender can determine the membership of the mailing list, then a separate list interchange key is unnecessary; the sender can simply insert the destinations into the letter using multiple Recipient-ID and Key-Info fields. The message would be encrypted using the same data exchange key for all recipients and hence the encryption and integrity check need be done just once; however, the information in each Key-Info field would be encrypted using the associated recipient’s public key.

If the certificate-based key distribution mechanism described above is used and the interchange keys are RSA keys with public exponent 3, note that even though there is a single recipient address there are multiple recipients. Hence the data exchange key should be padded with a 64-bit pseudorandom quantity, as discussed above.

\textbf{8. Conclusion}

The above two protocols satisfy the constraints and recommendations presented in the background section. Encapsulating the privacy-enhanced message renders it invisible to the message transport agents, so no transport-level protocols need to be changed; the message may be processed by a special program and then included in the body of a conventional electronic mail message, so only that part of the user agent providing the privacy enhancements need be trusted with special security information, and conventional (non-enhanced) electronic mail is unaffected by the presence (or absence) of these enhancements. Integrity and authenticity are assured so long as the interchange keys are not compromised, and if the message is encrypted it will also be private. Finally, since the protocol for privacy-enhanced mail allows the use of any key management system, it is flexible enough to be used in a multitude of environments.

All this suggests an obvious architecture for implementing privacy-enhanced electronic mail. A special program to enhance messages runs above the user agent, taking as input a message and producing as output the transformed result. The user then includes this in a conventional mail message using any user agent desired. The recipient reverses the process by extracting the message
from his mail message using his user agent, and then passing the encapsulated part to a second program which reverses the transformation and produces a local representation of the initial message.

The advent of personal computers and workstations has led many facilities to use central servers as mail hosts, so users can download their messages from their platform to the central host for transmission [12]. The above architecture fits into this scheme nicely; the privacy-enhancing software need reside only on the user’s platform. This was no small consideration in the design of the protocol.

Both the X.411 Recommendation and MSP were designed for different requirements, and do not satisfy the same constraints as the privacy-enhanced mail protocols. Specifically, the X.411 Recommendation requires each message transport agent to be able to parse the headers containing the security parameters; this would require altering existing message transport agents. By way of contrast, the Message Security Protocol is similar to privacy-enhanced mail, except that it uses the X.400 protocols rather than SMTP as its basis. [21]

The reasons for selecting a patented cryptosystem as the public key cryptosystem to be used in the privacy-enhanced mail protocol have been explained in section 4.3. It is perfectly possible to use some other public key cryptosystem (or cryptosystems) to generate keys; however, factors such as ciphertext expansion (if the size of the interchange key or the size of the encrypted data encryption key becomes several thousand bits, the overhead would become prohibitive) and the need for software may constrain this option. Further, if only one public key system is used, it must provide both authentication and privacy, and if more than one system is used (for example, one to provide secrecy and another to provide authenticity), then the key distribution and management scheme must manage two sets of keys per user.

We must emphasize that the privacy-enhanced electronic mail protocol and the certificate-based key management protocol are distinct; one is free to adopt the first without using the second. Indeed, [26] specifically describes protocols to be used with key management schemes other than certificate-based schemes, and states that “the message processing procedures can also be used with symmetric key management.”\(^7\) Organizations that decide not to use the public key approach may substitute their own key management scheme; however, to be compatible with other implementations, all implementations of privacy-enhanced electronic mail should support the certificate-based approach.\(^5\) This also means that the certificate-based key management protocols may be used in contexts other than privacy-enhanced mail [4]; since its infrastructure is similar to that of X.400, it can be used to transition to that, and related, standards.
More research in cryptography would aid in the maturation of this proposal. Specifically, one-way hash functions such as RSA-MD2 that can be used to compute a message integrity check are very few; more are needed. A public key cryptosystem as strong as RSA would allow the use of interchange keys not encumbered by licensing. If such a cryptosystem could be implemented as efficiently as the DES, it could be used to encrypt the message as well.

Finally, this proposal does not address issues in network and system security, such as the development of trusted software, routing controls, replays, and access controls. While all are important to the sending of electronic mail, they have much wider applications, and provide a fertile field for research and development.
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2 Footnotes will describe the specification in the appropriate RFC, and indicate the reason for the change. Revised RFCs have been submitted, and will be released soon; changes have been made to the existing RFCs are presented in the text and annotated in the footnotes.

3 UNIX is a Registered Trademark of AT&T Bell Laboratories.

4 Strictly speaking, this is a poor assumption; however, it serves to separate the issues involved in the security of a computer and its attendant software from the security enhancements needed to protect and authenticate an electronic mail message in transit.

5 The Mail(1) program in Berkeley UNIX is a good example of this [41].

6 This differs from [26], §4.4, which uses the same line to begin and end an encapsulation.

7 Note that these follow the revisions to the RFCs; in particular, in [23] and [26], all encapsulated header fields began with X– to indicate they were experimental and non-standard, as required by [13]. Since they are now part of a draft standard and no longer experimental, the X– will be dropped. Also, the version number has changed, and the Sender-ID header is now Originator-ID.

8 [26], §4.4, suggests that under some circumstances replicating header fields for authentication purposes in the body is possible. This has been dropped.

9 [35], §4.5.

10 [26], §4.3.2.2.

11 The only difference between this and the SMTP representation is the dot-stuffing transformation ([35], §4.5.2), in which lines consisting only of a period "." have a second period added. This is unnecessary since the purpose of the transformation is simply to ensure a common rep-
representation of each character.

12 [26], §4.3.2.3.

13 Other integrity check algorithms may be added later; see [27], §1 and §4. For example, RSA-MD4 was added after [27] was issued.

14 [26], §4.6.1.1. This section also provided for partial encryption, in which only portions of the message were encrypted. Partial encryption has since been dropped from the protocol.

15 Again, other message encryption algorithms may be added later; see [27], §1 and §2.1.3.

16 This differs from [26], §4.3.2.3, which required padding with octets of all bits set; the high-order bit being set disambiguated the padding from the message. However, as the message integrity checksum (which contains arbitrary binary data) is also encrypted using the DES in CBC mode, another form of padding must be defined for it. The new padding can be used for both the message and the message integrity checksum.

17 [26], 4.6.1.1. That section provides only for the field values MIC-ONLY and ENCRYPTED.

18 [26], §4.6.1.2.

19 [26], §4.3.2.4.

20 This is actually a subset of the International Alphabet IA5; the elements of this subset are represented identically in IA5 and ASCII. See [26], p. 13.

21 [26], §4.3.2.4 also provided that, if the message were partially encrypted, an asterisk "*" was to be placed before and after the character sequences corresponding to cleartext regions. As partial encryption has been dropped, so has this character.

22 This processing mode is new and not described in [26], 4.6.1.1.

23 [26], §4.6.2.1, §4.6.4.1.

24 In [23], the Originator-ID header field was called the Sender-ID header field, but the name was changed to distinguish it from the more common Sender field ([13], §4.4.2).

25 [26], §5.2.1.1, §6.1.

26 This has been added to conform to the normal way of processing host names in the Internet.

27 [26], §5.2.1.3.

28 The common name attribute (CN) should be omitted, as the issuing authority is always an organization or an organizational unit. Originally, any unique name could be used, but in an in-
ternet without a central administrator, this could lead to ambiguities. Also, in [26], the
Distinguished Name had to be written using the method in [24] before being put into ASN.1; this requirement has been dropped as unnecessary.

[26], §5.2.1.3. Originally any disambiguating string could be used for any scheme, but since certificates are issued with a serial number unique to each issuing authority, it is simplest to make the identifying string identify the precise certificate. Note that certificates contain expiration times, so those are as readily available as if they were given as the identifying string.

[26], §4.6.2.1.

[26], §5.2.

[26], §4.6.4.2.1.

[27], §1, §2.1.1, and §2.1.2. Other data exchange key encryption algorithms may be added later.

[27], §1, §4. Again, other message integrity check algorithms may be added later.

[26], §5.2.

[26], §4.6.4.2.2.

Other data exchange key encryption algorithms may be added later; see [27], §1 and 3.1.

[26], §4.6.3.1.

Other message integrity check algorithms may be added later; see [27], §1, §4.1, and 4.2.

This changes [23], §4.6.2.3, in which the signed message integrity check is never encrypted.

[23], §3.1.

[26], §4.6.2.1.

[26], §4.6.3.1.

[23], §3.4.1.1.

[23], §3.4.1.2.

[23], §3.4.1.5.

[23], §3.4.1

Revisions to separate the signature algorithms from the hash algorithms; this particular signature algorithm is the same as given in [26], §3.1.4.7; [27], §4.2, but in those RFCs it is defined
as a hash algorithm followed by an encryption algorithm. As other equally strong (or stronger) signature functions are found that are computationally as efficient as this one, they may be added to the list of acceptable hash algorithms. A signature algorithm using RSA-MD4 was not added as it is quite new, and so the protocol authors were less comfortable using it to protect the interchange keys embodied in the certificates.

The Distinguished Name may be written using the full T.61 character set, as described in X.500 [10]; however, some alternate representations of characters which software cannot print would be represented as a backslash followed by the character’s octal representation.

Originally this was to be a structured Personal Name component (as defined in X.400 [8]) but was changed to conform to X.500.

For compatibility with the U. S. Government Open Systems Interconnection Profile [19], [23], §3.4.1.3 limited the number and length of each field in the Distinguished Name. This has since been changed to conform to the limits in X.520.

Note that [23] allows any Distinguished Name attributes to be used, unless expressly prohibited (and this is done only in the case of certifying authorities, which cannot have the Common Name attribute). However, allowing a certificate with an organization in the subject’s Distinguished Name to be issued to an affiliated user would be very misleading unless the certificate were examined carefully, so the proposal was revised to eliminate possible confusion.

[23], §3.4.1.4.

[23] does not specify the order of organizational units, but they are to be written most significant member first.

[23], §3.3.3.1.

[23], §3.3.1.

[23], §3.3.2.

[23], §3.3.3.

[23], §3.1.

[23] does not require top-level certifying authorities to sign certificates of all certifying authorities in their domain.

[23] combines the guest and notary certificates, calling them notary certificates. The distinction was made to clarify whether or not organizational affiliation as well as identity was being
vouched for.

62 [23], §3.4.2.

63 [23], §3.3.3.2.

64 The international standard [11] does not recommend a key length but suggests that “a value... of 512 bits be adopted initially, but subject to further study” (emphasis in original). Originally, these limits were 320 and 632 bits (about $2 \times 10^{97}$ and $2 \times 10^{191}$, respectively); these limits on the modulus size were chosen so that the software implementing the RSA cryptographic algorithms would be potentially exportable from the United States. However, other characteristics of software implementing these protocols also affects exportability, and given the success that Lenstra and Manasse have had in factoring numbers of around 100 digits [25], it was deemed prudent to increase the modulus size to a minimum of 512 bits.

65 [27], §3.1. The proposal also states that the public key is to consist of more than 100 digits ([23], §3.3.1); this means that if the exponent is 3, the modulus must be at least 100 digits. As noted in the previous footnote, the modulus should actually be much larger.

66 At most 17 multiplications are required to exponentiate to that power.

67 [31] discusses the theory behind this. The pseudorandom quantity concatenated with the exponent should contain at least half as many bits as the modulus, hence the change to [27], §3.1, which only required one 64-bit pseudorandom quantity for padding.

68 [23], §1.

69 [23], §3.3.3.

70 [22]; this mechanism for issuing, and paying for, certificates is not in [23], nor is it yet in place; BBN Communications is designing and building a prototype certificate generation unit.

71 The exact number has not yet been decided.

72 These details are not prescribed by either [23] or [26], but have since been adopted to ensure the user receives at least minimal information when something is amiss.

73 3[26], §4.5.

74 [26], p. 10.

75 [26], §4.2.