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Abstract 
The Network T i e  Protocol is being used throughout the 
Intemet to provide an accurate time service. This paper 
examines the security requirements of such a service, an- 
alyzes version 2 of the NTP protocol to determine how 
well it meets these requirements, and suggests improve- 
ments where appropriate. 

Introduction 

The goal of a time distribution protocol is to de- 
liver continuous, accurate time synchronized with na- 
tional standards even when leap seconds occur [9]. Such 
protocols establish a set of primary time reference sourc- 
es which are directly synchronized with extemal sources. 
These may communicate with secondary servers, which 
in turn may communicate with other (secondary) servers 
designed to propagate time to hosts on a subnet; the serv- 
ers propagate the time either by initiating transmission of 
time messages or by responding to requests from clients 
seeking the time. 

The goal of a time service is to allow a system 
to synchronize its clock with those of known, accurate 
primary time servers. This means synchronizing time (so 
the clocks agree on the time of day) and synchronizing 
frequency (so the clocks appear to tick at the same rate). 
However, the propagation of time messages over a net- 
work is hindered by transmission delays, unreliable con- 
nections, disparity of methods of clients obtaining the 
time, and heterogeneousness of computing resources. 
These factors should not affect the synchronization of the 
clocks, so a time service must provide accurate time even 
in the face of large (statistical) delays during propaga- 
tion, as well as being very redundant, so the loss of a sin- 
gle subnet or transmission path does not prevent other 
portions of the network from obtaining the correct time. 
Further, the protocol must be flexible enough to work 
with a variety of client/server interfaces, including hav- 
ing clients continuously poll for the time, or obtain it by 
remote procedure calls, as well as in broadcast, multi- 
cast, and point-to-point transmission modes. 
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In what follows, we shall consider only attacks 
involving the transmission (or hinderance of transmis- 
sion) of time messages; we shall assume that the messag- 
es leave the source uncorrupted, and once they arrive at 
the target they will not be altered. We make this assump 
tion for simplicity; first, not knowing the operating sys- 
tems under which these protocols can run, without this 
restriction we would have to analyze all operating sys- 
tems which might run the protocols. Secondly, as access 
to networks is usually easier to obtain than access to in- 
dividual hosts, the focus of a nehvork time protocol’s se- 
curity should be on the nehvork. Third, as no system is 
completely secure, the analysis of any protocol which 
did not involve an assumption about the nature of the at- 
tack being from a network would be rather vacuous. 

Five types of attacks on a time service are pos- 
sible. An attacker could cause a non-time server to im- 
personate a time server (masquerade), an attacker could 
modify some (or all) time messages sent by a time server 
(modification), an attacker could resend a time server’s 
time messages (replay), an attacker could intercept a 
time server’s time messages and delete them (denial of 
service), and an attacker could delay the time messages 
by, for example, deliberately flooding the network, there- 
by introducing large transmission delays (delay). 

The goal of this report is to examine the security 
of version 2 of the NTP protocol [7][8] with respect to 
the five attacks described above, and when vulnerabili- 
ties are found we suggest remedies. The next section de- 
scribes version 2 of the NTP protocol (the current 
incarnation), and the section after that analyzes the at- 
tacks in terms of that protocol. The final section suggests 
improvements to make the NTP protocol more resistent 
to attacks. 

Network Time Protocol Version 2 

The Network Time Protocol (or NTP) is a pro- 
tocol designed to meet the above requirements in a wide- 
area network. It designates several sites as primary time 
servers; these communicate with secondary time servers 
over synchronization paths which are said to connect 
peers. The secondary time servers also communicate 
with other secondary time servers; in addition, each such 
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Figure 1. The NTP hierarchy. The ellipses represent sets of cohorts, the solid lines synchronization paths, 
and the dotted lines paths along which time information is exchanged. A server in C can be synchronized by 
one in A but not by one in B. If the synchronization path from the primary servers to server 1 of B were to 
be disrupted, then that server would be synchronized by server 2 in B but not by server 2 in A (as it is in a 
different cohort). As the shortest path between server 1 in B and the primary servers through its clock source 
is of length 2, then server 1 of B would be at stratum 3. 

node serves clients on a subnet The stratum number is 
a measure of distance from a primary time server, spe- 
cifically the number of synchronization paths that must 
be traversed to get from the primary time server to the 
secondary time server. Because network failures must 
not affect the availability of the time service, the syn- 
chronization paths are not fixed, but may be reconfig- 
uredasneeded. 

Primary time servers are synchronized by an 
external system (such as radio or atomic clocks) with up 
to 232-picosecond (2~10- ’~  seconds) resolution. Sec- 
ondary time servers are synchronized by primary time 
servers or other secondary time servers with lower stra- 
tum numbers. The arrangement is hierarchical, with 
members of a set (called cohorts) initially at stratum lev- 
el i serving some group at level i+l (see Figure 1). Mem- 
bers of the group at i+l may synchronize themselves 
with any time server in the set, but not with any server 
not in the set (even if it is at a lower stratum). Member- 
ship in a cohort is determined simply by the stratum 
number of the host and the selection algorithm of the 
peer that can be synchronized by members of the cohort. 

When a message arrives at an NTP time server, 
it either causes an associaion (instantiation of the pro- 
tocol machine) to be created, or causes an existing asso- 
ciation to acs what happens depends on the mode of the 
association. The two basic functions are to synchronize 
another host’s clock, or to be synchronized by another 
host’s clock. 

Association Modes 

Three operating modes are designed for use on 
high-speed local area networks, although they may be 
used on wide ama networks as well. The first set allows 
non-server hosts to synchronize themselves to NTP 

servers. An association operating in client mode period- 
ically sends messages to its peer; an association operat- 
ing in server mode, which is created when a message 
from another association operating in client mode ar- 
rives, replies with the server’s idea of the time, and then 
terminates; and an association operating in broadcast 
mode sends periodic time messages. The client associa- 
tion may resynchronize the host’s local clock, but no as- 
sociation in broadcast or server mode will ever reset its 
host’s time. 

The primary and secondary time servers rely 
on two other modes to synchronize themselves, with 
higher-level servers synchronizing lower-level ones. An 
association in symmetric active mode periodically 
broadcasts messages intended to synchronize other 
hosts. When the messages arrive at these peers, an asso- 
ciation in symmetric passive mode is created. If the 
source of the message is at a higher stratum than the cur- 
rent host, a reply is sent and the association terminates. 
Otherwise, the source synchronizes the current host as 
indicated by the message; the current host responds with 
a time message of its own. Normally, the servers at the 
highest strata will run in symmetric active mode, with 
servers at lower strata in both symmetric active and pas- 
sive modes. Note that a host may acquire peers either 
through receipt of messages or through initialization 
data read at configuration. 

In addition to synchronization messages, NTP 
allows several types of control messages designed to 
handle exceptional conditions. These messages do not 
normally cause synchronization, but instead communi- 
cate (or set) information related to the current associa- 
tion, or indicate exceptional events. They are designed 
for use when no other network management facilities 
(such as S N M P  113) are available, and these commands 
may be sent by other than NTP peers. Further, the NTP 
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specification does not require implementations to be 
able to process these control messages. 

Data Smoothing and Source Selection 

NTP uses various algorithms to filter ‘‘bad” 
timestamps h m  “good.” the discriminator including 
(among other things) how much the newer timestamp is 
at variance with previous ones. 

The first algorithm attempts to improve the ac- 
curacy of estimated clock offsets and roundtrip delays 
by eliminating bad data. From each NTP message the 
roundtrip delay d and clock o f k t  c are computed. The 
values computed from the last eight messages are re- 
tained and constitute the sample. The first algorithm 
simply chooses tiom among these. the one with the low- 
est delay and uses its associated offset as the estimated 
clock offset. It also computes an estimate of the sample 
dispersion based on clock offsets in the sample 

The second algorithm uses this estimate to de- 
termine which peer should be allowed to synchronize 
the clock. It first sorts all possible clock sources by stra- 
tum number and then by dispersion from the root of the 
synchronization subnet (that is, up to the primary server 
synchronizing the node). The list is pruned using vari- 
ous sanity checks and other criteria described in [8]. The 
elements of this list then are scanned repeatedly, and 
during each scan the clock dispersion relative to each 
peer is computed, and that peer with the highest disper- 
sion is eliminated. This repeats until there is only one el- 
ement in the list; that is the required source. 

Receive and Packet Procedures 

Whenever a packet is received, either an error 
or a packet procedure is called. If the modes of the host 
and the peer are incompatible (for example, both are 
symmetric passive), the error procedure is called, the 
packet discarded:and the association deleted (unless it 
is preconfigured) . 

Otherwise, the packet procedure checks that 
the packet is reasonable and if so, resets intemal vari- 
ables, adjusts the local clock if necessary, and possibly 
select a new peer to be used as the clock source. It tint 
checks that the packet was not transmitted at the same 
time as the last one received tiom that peer to eliminate 
retransmitted packets, and then checks that the last 
packet the peer received from the local host was indeed 
the last one the local host sent to the peer to ensure mes- 
sages are not being received out-of-order. If either con- 
dition fails a sanity check is set but processing 

continues. The association updates itself to reflect the 
newly-received packet and the polling interval. It then 
checks that the peer clock is properly synchronized and 
authenticated, and that the peer’s stratum level is at least 
as high as that recorded in the packet; if any of these 
conditions fail, the sanity check is set. Next, the associ- 
ation validates that two-way communication with the 
peer exists. If the sanity check is set or two-way commu- 
nication does not exist, the procedure exits. Otherwise, 
the packet procedure estimates the round-trip delay and 
clock offset with respect to the peer, and on some local 
area networks, a correction factor involving the reported 
precision of the peer’s clock may be applied. If appro- 
priate, the clock update procedure is invoked to update 
the local clock. 

Once the packet procedure is finished, the re- 
ceive procedure resumes. If the peer is in client mode, or 
the local host is in server or broadcast mode, the peer 
must be sent the local time, so after the frequency of 
polling by the peer is updated a reply is transmitted and 
the receive procedure ends. Otherwise, if the sanity 
check is set, the error procedure is invoked unless the 
peer is in symmetric active mode and the local host in 
symmetric passive mode. If the error procedure is not in- 
voked, a flag indicating the peer can be reached is set. In 
any case the packet is discarded and the receive proce- 
dure terminates. 

Transmit Procedure 

Associated with each peer is a peer timer which 
decrements periodically. When that timer is 0, an NTP 
message is generated and sent to the peer. The transmit 
timestamp is saved to validate the reply. Next, if the 
packet procedure has not obtained valid roundtrip delay 
and clock offset measurements from the peer with in the 
last two time-out intervals, it updates a sample set of 
(roundtrip delay, clock offset) pairs with (0,O) to skew 
the estimated dispersion, and then determines if a new 
time source should be used. The peer timer is reset to the 
shorter of the peer-to-host polling interval and the host- 
to-peer polling interval, but not to less than 64, or more 
than 1024, seconds. This ensures the polling frequency 
varies only within a specific interval. 

Finally, the host-peer polling interval is de- 
creased if the estimated dispersion is larger than 0.5, or 
increased if it is smaller than 0.5, to balance the need for 
low dispersion with that for low NTP-related network 
traffic. 

Security Mechanisms 

* The procedures called for each possible pair of host-peer modes is 
given in [7], Tabk 6. 

Three mechanisms provide security. 
Delay Comuensation Mechanisms. The most basic 
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mechanism is one to compensate for network delays; it 
is used to offset problems from statistical irregularities 
or problems in network connectivity and congestion 
which might be maliciously created or natural. The pre- 
cise function used is detailed in [A; the aspect relevant 
to this discussion is that the algorithm calculates both 
the roundtrip delay and the clock offset relative to the 
peer, and from these applies a statistical procedure to de- 
termine estimates used to update the local clock. 
Access Control Mechanism. This feature requires that 
the set of all hosts be partitioned into three subsets: those 
that are trusted, those that are friendly, and all others. 
Trusted hosts are allowed to synchronize the local clock; 
friendly hosts are sent N T P  messages and timestamps as 
appropriate, but may not change the local clock; and 
messages from hosts in the third subset are ignored. The 
set of trusted hosts is either pieconfigured (at initializa- 
tion) or configured based upon a trusted ticket service 
such as Kerberos [14]. The peer address in the NTP 
packet is to be used as the address upon which access 
control is based. The implementation of this feature is 
not specified, although two are suggested (the first, treat- 
ing all peers configured in symmetric or client modes as 
trusted and all others as friendly; the second, masking 
the intemet address and looking up the result and the 
peer mode in a table to obtain the subset to which the 
peer belongs). This feature ned not be supported for an 
implementation to conform to the NTP specification. 
Authentication and Intearitv Mechanism. A third fea- 
ture, allowed but not required by the specification, is in- 
tegral to the packets, and is designed to provide both 
origin authentication and packet integrity. A major re- 
quirement is that the computation of the integrity check 
be predictable, since it must be done after timestamping, 
but the timestamping must reflect the time needed to 
compute the checksum. The authentication mechanism 
described in [7] meets these requirements, and is intend- 
ed for use only until more general, network-wide, au- 
thentication and integrity facilities become available. It 
uses a cryptographically-based message integrity check; 
all algorithms and keys are distributed by a mechanism 
other than NTP, and the keys and algorithms are refer- 
enced within the packet by indices. 

When a packet is transmitted in authenticated 
mode, the entire NTP packet except for the authenticator 
and additional information is checksummed using the 
active peer’s key (if available) or the default key 0 (if 
not). Note that if the association is symmetric active, cli- 
ent, or broadcast, the key used is that of the local host, 
whereas if the association is symmetric passive or serv- 
er, the key used is that of the remote host (or the default 
key). 

When a packet is received, the authentication 
routine is invoked. If the message contains no authenti- 
cation information, the authentication and integrity 
check fails; further, if the peer is not preconfigured (at 
initialization), authentication for that peer is disabled. In 
either case the routine exits. However, if the message 
does contain authentication information, the index num- 
ber of the peer’s key is reset to that in the packet, and the 
checksum is recomputed and compared to the transmit- 
ted checksum. If the key is not the default one, and the 
checksums match, the authentication and integrity 
check succeeds, otherwise, it fails. 

The authentication and integrity mechanism in 
[7] uses the Data Encryption Standard in cipher block 
chaining mode [2] to compute the checksum which, 
along with the index of the key, is appended to the orig- 
inal NTP packet; their presence is indicated by the 
length of the packet. (The choice of algorithm is not part 
of the NTP specification of the authentication and integ- 
rity mechanism.) 

If any authenticated control messages are re- 
ceived, and the message’s checksum is correct, the reply 
is authenticated using the same key; if not, the reply is 
authenticated using the default key. 

Analysis of NTP Security Mechanisms 

Version 2 of NTP provides an access control 
mechanism and an authentication mechanism. Because 
they are intended to hinder attacks, we critique their se- 
curity they provide before turning to the specific attacks 
that may be launched against an NTP host. 

Access Control Mechanism 

The access control mechanism conditions ac- 
cess on the intemet address in the source field of the 
packet. If the attacker can generate or modify an NTP 
packet, the attacker can choose a source address that al- 
lows synchronization of the victim. Hence the access 
control mechanism is redundant from the point of view 
of network security; the protection it provides is against 
a compromised time source, which can simply be denied 
access (or at least, the ability to synchronize the host). 

The problem with the recommended access 
control mechanism is that, in the absence of an integrity 
checking mechanism, it relies completely on the unau- 
thenticated source address. As an additional measure, 
access control can be conditioned on a routing basis; 
that is, a list of all the intermediate nodes the message 
passes through is built using the IP record route option 
[3] (which causes intermediate nodes to insert their ad- 
dress into the IP datagram) and determine access based 
on that list This allows an NTP packet from a trusted 
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source to be rejected if it passed through untrusted hosts. 
Of course, as the added routing information is not 
checksummed cryptographically. it can be altered in 
transit without detection, just as the s o m  address can; 
however, if the final part of the route over which the 
packet travels is trusted, this mechanism may indicate 
that the packet entered from an untrusted part of the net- 
work. Access control may then be based on that infor- 
mation. 

Authentication Mechanism 

First, it should be noted that the authentication 
mechanism is also an integrity mechanism because it 
guards against the altering of messages while in transit. 
The authentication provided is simply that of only two 
parties (the peer and the host) sharing a common key. In 
particular, if any n hosts have the same key, then it will 
not be possible to determine which of them sent the mes- 
sage. However, the use of a default key is not a weak- 
ness, because anything authenticated with the default 
key will be treated as bogus by the other end. 

Secondly, note that the authenticator is exclud- 
ed from the integrity checking. This means that the key 
index associated with the generated cryptographic 
checksum can be altered without detection. In general, 
this will cause the checksum to be invalidated and the 
packet to fail to authenticate correctly; however, if a less 
robust cryptosystem were used to generate checksums, 
the authentication mechanism might not prevent unde- 
tectable modification of NTP messages. 

The integrity checking algorithm used is sub- 
ject to various cryptanalytic attacks which have been 
discussed in the literature [41; however, as these attacks 
are probabilistic in nature, changing the keys periodical- 
ly will defeat them. 

Although we are assuming no system is pene- 
trated, it is worth noting that the keys are used on a per- 
host basis, not a per-path basis, so compromise of one 
host’s key can lead to compromise of all the hosts it syn- 
chronizes. 

In what follows we shall assume the authenti- 
cation mechanism is not compromised. 

Analysis of NTP with Respect to Attacks 

This section discusses the five types of attacks 
against an Nl” server or client. 

Masquerade 

w. To persuade a timekeeper that the attacker is a 
peer authorized to synchronize the timekeeper. This in- 
cludes NTP clients as well as secondary servers. 

Attack. Send packets to the victim with source address 
of the time mer to be imitated. As both source d 
destination Internet addresses and ports are matched to 
find the correct peer, an equivalent attack would simply 
change the destination address within the NTP message. 
Effects. If the host being impersonated is known to the 
victim and allowed to synchronize the victim, in the ab- 
sence of access control and authentication, the masquer- 
ade may be ignored (but not detected) by the sample 
processing and selection Operations. However, if the at- 
tacker alters the timestamps to change the clock offsets 
and roundtrip delays gradually, those algorithms will 
provide no protection and the victim’s clock will drift 
from that of the time source. 

If the host being impersonated is not known to 
the victim, and the default is to allow non-preconfigured 
peers to become the clock source, sending messages in 
such a way that the victim receives at least 8 messages 
uninterrupted by any other time source could compro- 
mise the time server; since the clock filtering mecha- 
nisms use the last 8 messages as the sample upon which 
outliers are discarded, the attacker needs to ensure it 
controls the elements of the sample. An even simpler 
method would be to send messages claiming a very low 
stratum number, as the selection algorithm would tend 
to make such a host the synchronization source. For this 
reason, no non-preconfigured peer should be allowed to 
become the clock source. 

Note that although the timestamps are precise 
to 80 nanoseconds (and hence it is unlikely the attacker 
can predict the value of the next time stamp), if the at- 
tacker can see the transmitted time of any packet sent 
fiom the host to the peer (pkrxmt) and transmit a (b@ 
gus)  packet to the host before the peer does so, the mas- 
querade will not be detected; but if the host replies, and 
the reply arrives after the true peer sends another mes- 
sage, the true peer’s message will be rejected as bogus 
because the pkt.org field in that packet will not match 
the time the host sent its last message to the peer. In this 
way, the attacker could successfully spoof the peer. 
Countermeasures. The use of authentication would pre- 
clude this attack. The use of access control does not; 
however, it does allow one to “turn off‘ permission for 
a suspect server to synchronize the local clock. If access 
control is used, all non-preconfigured peers should be 
considered “friendly” at best. 

NTP Message Modification 

w. To alter a message from one timekeeper to another 
to cause the recipient to incorrectly resynchronize itself, 
or to disable an active association. 
Attack. Alter packets sent to the victim. 
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Effects. By examining the packet procedure it is clear 
that several variables related to the association may be 
changed a packet altered in transit before the packet al- 
teration is acted upon. How would such alteration af€ect 
the integrity of the recipient’s clock? 

First, if any of the sanity checks in the packet 
procedure fail, the packet is discarded, the association 
deactivated (if the message is from a peer that has not 
been preconfigured), and the clock is not updated If all 
the sanity checks are passed, then the clock may be reset 
(if the strata numbers are correctly related and any ac- 
cess control mechanism indicates the peer is trusted). If 
not, no harm is done. If the clock is reset, the informa- 
tion in the packet affecting the new value is the peer’s 
precision, when the packet left the peer, when the peer 
last received a message, and when the local host last sent 
a message. As the sanity checks in the packet procedure 
will reject the packet if the last datum is incorrect, an at- 
tacker could alter only the first three to change the local 
system’s time. 

Altering the peer’s precision may result in 
changes to the roundtrip delay for the packet on systems 
involving high-speed local area networks. To compen- 
sate for possible discrepancies between the host and 
peer clocks, an exponential function of the precision is 
added to the roundtrip delay. By choosing the precision 
appropriately, the roundvip delay can be made very 
large or very small, the latter being useful as the clock 
source selection algorithm bases its choice of peer in 
part upon the delay. 

Specifically, the roundnip delay and clock off- 
set are used to compute an adjustment to the frequency 
with which messages are sent to the peer on the local 
host’s initiative (that is, not in response to a peer’s mes- 
sage) and to determine which of the set of possible clock 
sources should be used as the source. Both these compu- 
tations use a statistical average of the peer clock offsets 
as well as estimates of the roundtrip delays and clock 
offsets. Hence altering the above three fields can also af- 
fect the choice of clock source and the frequency of ini- 
tiating contact with other time servers. 

Altering other information in the packet pro- 
duces less catastrophic results. If the version number, 
peer mode, or time the peer’s clock was last updated is 
altered, the association could be discontinued; if the 
peer’s stratum. estimated roundtrip delay, or dispersion 
are altered, a new sowe for the local clock may be se- 
lected; and if the peer-to-host polling frequency is 
changed, NTP’s network traffic can be increased or de- 
cteased within certain limits. 
Counteameasm. To prevent message modification 
from escaping detection, the authentication mechanism 

must be used. To prevent message modification from af- 
fecting the local host time even in the absence of detec- 
tion is not possible as the distance and dispersion fields 
can be modified, however, the stratum value should be 
used only if all sanity checks are passed (this is true for 
non-preconfigured associations, but not true for precon- 
figured ones) and access controls indicate the connec- 
tion is trusted (not simply the host) 

Replay 

m. To intercept and resend N T P  messages from one 
timekeeper to another to cause the recipient to incorrect- 
ly resynchronize itself, or to disable an active associa- 
tion. 
Attack. Record messages sent at one time and resend 
them later. 
Effects. First, note that the sanity checks in the packet 
procedure will detect replay attacks if the victim sends 
any message to the originator of the packet, because one 
of the sanity checks compares the time the victim sent a 
last message to the peer with the time the peer last re- 
ceived a message from the victim. Hence for a replay to 
be effective, either the packet being replayed must ar- 
rive at the victim before it sends the peer anything, or the 
packet must be altered to contain this time. The latter es- 
sentially implies a passive wiretapping to monitor pack- 
ets from the victim to the peer (given the resolution of 
the timestamp and the unlikelihood of the attacker’s pre- 
dicting it exactly). 

In the former case, it is not possible to flood the 
victim in order to force all elements of the sample to re- 
flect the replayed time, because the first step of the pack- 
et procedure determines if this packet is the same as the 
one received previously from the peer. If so, it is dis- 
carded. Hence the replayed data will mingle with valid 
(new) data, and the clock filtering and selection algo- 
rithms will cause that data to be ignored if the other 
packets from the peer are accurate. This suggests one 
possible attack: record two packets from the peer (being 
careful that nothing is sent from the victim to the peer in 
that interval), and then rapidly replay the packets, alter- 
nating them. This will make four sample elements be the 
6rst packet and the other four the second. However, as 
the packets are received, the clock offsets and delays 
computed from the timestamps will become gmter and 
greater, resulting in the peer’s estimated dispersion and 
delay increasing; the clock selection algorithm will sim- 
ply drop the peer as a valid source (if there are multiple 
clock sources, the peer will be an outlier, if the peer is 
the only source, it will at some point have too large an 
estimated delay). Hence replay will either have a negli- 
gible effect, or isolate the victim (equivalent to a denial- 
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of-service attack). 
Other problems exist. If the delay is g” 

than the polling interval or no othex message has been 
sent from the peer to the target, the sanity checks in the 
receive procedure will detect the replay; but as noted in 
the previous section, this cm still cause various associ- 
ation parameters to be reset. In particular, if the synchro- 
nization paths have been reconfigured so the peer’s 
stratum number has dmpped (and hence the target’s stra- 
tum number has dropped), the peer could become a 

Otherwise the effects are the same as for mes- 
sage modiliation. 

A major effect of a replay attack will be to reset 
the recipient’s clock backwarb. as the message is valid 
but for an earlier time, if the replay is not caught and the 
victim resynchronizes its clock to the (replayed) time in 
the packet, the local time will be reset to an earlier time. 
Countermeasures. Decreasing the bounds of the polling 
interval will decrease the window of vulnerability. As an 
alternative, change the lirst sanity check in the packet 
procedure to reject any message with a transmit times- 
tamp older than the last one received, and create a spe- 
cial resynchronize message to be sent when a clock is 
changed backwards. Then the window of vulnerability 
exists only when a resynchronization packet is sent. 

If authentication is used, a less suitable altema- 
tive is to employ route-based access control as described 
above. If a packet comes over an untrusted portion of the 
network and contains a time that is earlier than the cur- 
rent time, it is rejected as a possible replay attempt. It 
should be noted that the recorded IP routing information 
is not cryptographically checksummed, so it is not reli- 
able; but if the final portion of the route is over a trusted 
portion of the network, then it may be possible to deter- 
mine that the packet entered that part of the network 
from an untrusted part. 

source. 

Delay 

m. To delay NTP messages from one timekeeper to 
another to cause the recipient to incorrectly resynchro- 
nize itself, or to disable an active association. 
Attack. Artificially increase (by various nefarious 
means) the roundtrip delay of an association. 
Effects. This increases the estimate of delay to the peer; 
if more than 8 packets are so delayed (so the estimate of 
the delay is more than 8 seconds), the peer whose pack- 
ets are being delayed cannot be a source. This may result 
in the target having no source, resulting in a denial of 
service attack. 
Countermeasures. The only way to prevent this is redun- 

dancy of clock sources, which NTP currently provides. 

Denial of Service 

m. To prevent NTP messages from any one time- 
keeper from arriving at the target of the attack, thereby 
pventing the target from obtaining the correct time. 
Attack. Prevent packets from clock sources from reach- 
ing an NTP host. 
Effects. This will force the NTP server to run under its 
own clock, and possibly get far out of synchronization 
with the rest of the Internet. 
Countermeasures. The only way to prevent this is redun- 
dancy of clock sources. 

Combined Attacks 

A combination of the above actions can also 
prove quite effective during an attack on an NTP server, 
especially any other attack combined with a denial of 
service or a delay attack; such combinations attempt to 
eliminate or hinder communications between a server 
and members of its cohort not under the attacker’s con- 
trol. For example, denying service to a secondary server 
from all but one SoLUce, and delaying packets from that 
source, can cause the victim to drift. So can replaying an 
alternating pair of packets to a server with but one 
source; the server’s time will oscillate between the two 
values, and the server will report incorrect times. Such 
attacks can be best dealt with by dealing with each of the 
component attacks separately. 

Suggested Improvements 

Security mechanisms for NTP be added exter- 
nally to NTP by being provided by the network proto- 
cols upon which NTP is built, or intemally, by the NTP 
protocol assuming no underlying security mechanism 
and therefore providing the necessary mechanisms. 

Internal Mechanisms 

Authentication should always be used, and the 
computation of the integrity checksum should include 
the key index. To be more effective, keys should be is- 
sued on a per-path, not a per-host, basis. Although this 
adds considerable complexity, such a key assignment 
system also adds a fire wall in that if the key for one peer 
path is compromised, no other peer paths are affected. 
Further, the different keys do not affect the time needed 
for authentication, but merely the time needed to admin- 
istrate the key distribution. As key distribution is out of 
the scope of the NTP protocol, we merely note that a 
certificate-based mechanism as used in [5] could be used 
to distribute keys on a per-peer path basis. There would 
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be a considerable lag involved in validating the keys, but 
as noted in [7], “the nature of NTP is quite tolerant to 
such disruptions [as inconsistent key information while 
re-keying is in progress], so no particular provisions are 
needed to deal with them.” 

We also note that the protocol used to distribute 
keys must not rely on NTP for determining the time dur- 
ing which those keys will be valid, because then if the 
relevant NTP server were tricked into incorrectly setting 
its clock, all keys would have invalid periods attached, 
enabling the attacker to force NTP servers to use current 
keys (thereby disabling periodic key changes, ar the 
changing of compromised keys). The Kerberos protocol 
suffers from this problem, as key validity (or the lifetime 
of the relevant ticket) is determined by a timestamp ob- 
tained from the Kerberos server which, presumably, 
would be set using an NTP server [14]. The certificate- 
based mechanism mentioned above may have its inter- 
val of validity set either automatically or manually, and 
in any case will be examined by the human responsible 
for the NTP server when it is issued. Hence it does not 
suffer from this problem. 

The record route option of IP should be used 
when available, and access control should be based on 
the routes recorded. Of course this does not prevent al- 
tering the route while the datagram is in transit or at an 
intermediate node, but it is another detail an attacker 
will have to worry about. 

The peer association variables should be 
changed only clp‘ter the packet has passed all sanity 
checks. Otherwise there is a chance the packet is bogus 
or corrupt, and in either case the information in it is not 
reliable and should not be used. 

The legal values of the peer’s reported clock 
precision should be constrained m m  tightly than is cur- 
rently done. As of version 2, this field may assume val- 
ues between -127 and 127 inclusive; it is unlikely that 
any clock will have precision as coarse as 2127 seconds 
(roughly 5x1d1 years) or as fine as 2-ln seconds 
(roughly seconds) in the immediate future. Note 
that this applies only to systems involving high-speed 
LANS; the clock precision is used nowhere else. 

Currently, eight data points are sampled to es- 
timate the dispersion of the clock offset and the 
roundtrip delay. This enables attackers to flood the vic- 
tim with bogus packets. If the sample size can be in- 
creased to require more data points, this danger can be 
diminished. Unfortunately, more than eight points can 
diminish the stability of the local clock and so diminish 
the effectiveness of the algorithm. perhaps allowing 
some maximum number of packets per polling interval 
would have the desired effect without affecting the sta- 

tistics adversely. 
The danger of replay arises from the possibility 

of a system’s clock being set backwards by a packet 
h m  another host. The best way to prevent this is to re- 
quire a special packet be sent when the clock is to be 
moved back, and provide a nonce to ensure the packet 
cannot be replayed. (Note it is not sufficient to reject any 
packet with a timestamp no newer than the last one re- 
ceived, because a clock may run fast and need to be set 
back; it must then propagate its change to those for 
which it is the source.) 

Finally, redundancy must be ensured, in partic- 
ular, no server should have as its source only one other 
server. N T P  does this to a large extent already, but it is 
imperative that the sets at the various strata contain 
more than one element. This will limit the effectiveness 
of delay and denial-of-service attacks. 

External Mechanisms 

N T P  has attempted to provide its own security, 
with all the resulting problems of any security system. 
An alternative is to use a security protocol for the under- 
lying transmission mechanism and ignore security con- 
siderations at the higher (”) level. 

There are two problems with such a design. 
The first is that none of the major security-oriented pro- 
tocols allow broadcast, because broadcasting unforge- 
able, authenticated packets would imply the use of a 
public-key checksumming scheme, and no such scheme 
runs quickly enough to be used in that context (the best- 
studied, RSA, runs at 1150 bits/second on a Sun 3/60 
[6]; given that the checksum should be on the order of 
512 bits, this would mean that:t most only 2 packets 
could be processed per second). The second is that few 
such protocols are in widespread use. 

The lack of broadcast is not serious between 
primary and secondary, or secondary and secondary, 
servers, as these are not expected to use broadcast mode; 
however, for a secondary server providing time service 
to other hosts on a LAN, the broadcast mode is used. 
One alternative would simply be to eliminate that mode 
of operation, and require workstations on such a LAN to 
query the secondary server directly (the address being 
configured at boot time). A second would be to allow 
broadcast but require conhation by the resynchroniz- 
ing workstation having an NTP association that enters 
client mode when it uses the broadcast NTP message to 
reset the local clock. 

Unfortunately, the availability of such net- 

* Nore that thir is not I barrier to “IT, since polling is done no m m  
frequently than m the order of a minute. 
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work-level and transport-level protocols is more seri- 
ous. The current UDP protocol [lo] provide for no 
security beyond that available with IP. The IP options in- 
clude two relevant here: security and shict source rout- 
ing. 

Strict source routing forces packets to be rout- 
ed through specific intermediate hosts. If those hosts and 
the links connecting them are trusted, then the NTP 
pixkets can also be trusted. However, in a wide-area en- 
vironment, such assurances are rate; and the some 
route is specified as a set of fields within the IP datagram 
itself. Those fields have no associated manipulation de- 
tection code. Hence if any link is vulnerable to an active 
wiretapper, the source route can be altered and the pack- 
et made to go along any route. 

The IP security option [ll] is designed for the 
protection of information falling under the U.S. classifi- 
cation scheme (i.e., Top Secret, Secret, Confidential, 
and Unclassified) and is not appropriate for use here. 

Hence, IP does not provide sufficient underly- 
ing security to be used as an external security mecha- 
nism even if broadcasting is eliminated or designated 
“not trustworthy.” 

Other protocols not currently in widespread 
use may prove more suitable. For example, the SDNS 
Security Protocols SP/3 [ 121 and SP/4 [ 131 provide in- 
tegrity and authentication; this would require NTP to de- 
tect only replay or delaying attacks. But these are 
fundamental to NTP’s nature (one due to the connec- 
tionless protocol used, and the other due to the use of 
statistical algorithms) and so most likely cannot be pre- 
vented by the underlying protocol. 

Conclusion 

The NTP protocol is a useful, well-designed 
protocol designed to be robust under a variety of condi- 
tions. Like all other protocols, it has security weakness- 
es, m e  of which are inherent in the goals of the 
protocol and some of which are a result of the limits of 
the mechanisms used to improve security. In this report 
we have highlighted specific areas where attacks de- 
signed to thwart the goals of NTP are possible, and have 
suggested improvements where appropriate. 

The recommendations made here are made 
from the security analyst’s point of view; whether or not 
they can be implemented without adversely impacting 
the goals of the protocol is another matter. It may be nec- 
essary to experiment, for example to determine how 
much increasing the sample size would affect the accu- 
racy of the statistical algorithms used in NTP. Further, 
there are some attacks against which the only defense is 
redundancy, and that may not be possible in all circum- 

stances. 
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