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much to offer today’s security stu-
dents. In addition to satisfying most
colleges’ general education require-
ments, such classes provide core
background material that explains
aspects of computer security that
most technical courses overlook.

Twenty years ago, it was unusual
for colleges to offer even one
course in computer security, pri-
vacy, or information assurance. In
2005, the US National Security
Agency certified 67 academic in-
stitutions as Centers of Academic
Excellence in Information Assur-
ance Education, which means they
offer academic programs that em-
phasize computer security. A wide
spectrum of colleges offer courses
in digital forensics, security in elec-
tronic commerce, privacy law, cer-
tification standards such as the
Common Criteria, and other spe-
cialized topics.

The positive aspect of this pro-
liferation is that these technical
classes make information available
to students who would have strug-
gled to find it earlier. The negative
aspect lies in the all-too-frequent
assumption that computer security
is primarily a technical subject.
This ignores the fact that computer
security’s technical aspects are
founded on critical principles
common to many fields of learn-

ing. As with any principles, stu-
dents who see them applied to dif-
ferent fields learn to adapt them to
diverse situations and environ-
ments—both key elements to ca-
reer success. In this article, we
highlight important noncomputer
disciplines that modern under-
graduate or graduate technology
students’ educations often neglect.

Psychology
To begin, consider that people are
the cornerstone of computer secu-
rity. To understand people, we must
turn to the study of the mind and
behavior: psychology. Among its
many applications, psychology can
help us determine why someone
might want to breach a system’s de-
fenses. What do they hope to gain?
Why are they attacking this particu-
lar system or site rather than
another? This speaks to threat mod-
eling and risk analysis—determin-
ing what resources need to be
protected and where to place the
greatest efforts in developing secu-
rity mechanisms.

Psychology can also help us de-
termine who’s likely to be attacked.
Why do people give out passwords
when asked? How do attackers tar-
get victims who are more apt to click
on links that say “special offer” or
open email attachments that appear

to come from someone they know?
Cognitive psychology courses ex-
amine how people understand such
stimuli, and how and why they react
as they do. Armed with this knowl-
edge, we can more effectively mini-
mize the likelihood that people will
react as attackers desire. This speaks
to which types of controls, warn-
ings, visual or auditory cues, and
other defenses are likely to be effec-
tive, and which will likely fail. 

Another application of psychol-
ogy is in understanding how peo-
ple might breach a system’s
defenses. This helps us determine
the specific security mechanisms to
use. Is supplying a password suffi-
cient for authentication, or should
DNA analysis be required? The
principle of psychological acceptabil-
ity1—which states that security
mechanisms shouldn’t make the re-
source more difficult to access than
if the mechanisms were absent—
implies that security mechanisms
should be as unobtrusive as possi-
ble. It also means they must be de-
signed to be usable.

Donald Norman’s wonderful
book, The Design of Everyday Things,2

describes design principles for daily
life and provides insight into why so
many things are hard to use. The
principles also apply to configuring
computer security mechanisms. For
example, does a requirement that
people change passwords every 90
days lead them to select easy-to-guess
passwords or write them on notes
they stick to their monitors? This
speaks to the implementation of the
security mechanisms.

Without understanding some-
thing about how people interact
with mechanisms, it’s easy to blame
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users for security breaches that actu-
ally arise from shortcomings in the
mechanisms. A security mechanism
should be fail-safe and should pro-

vide feedback to tell those configur-
ing it exactly what it will do. It
should detect any inconsistent or
anomalous settings, assume that
people are trying to breach or evade
it, and warn the administrators. Un-
less all these characteristics are pre-
sent, you can’t blame the user.

Shifting focus suggests another
application of psychology—under-
standing the attacker. How can we
trick attackers into wasting their ef-
forts or taking actions that let de-
fenders figure out what they’re
doing, what they want, and where
they’re coming from? Cliff Stoll’s
success shows the benefits of apply-
ing basic psychology to defense.3 He
tricked an attacker into download-
ing a very large file that kept the at-
tacker’s telephone line open long
enough for authorities to trace the
call—which was international.

Bill Cheswick shows another
approach: deceiving attackers into
thinking they have access to the sys-
tem.4 His classic paper explains the
choices he made to convince an at-
tacker that responses were coming
from the computer rather than
from him. Had Stoll not known
anything about psychology, he
couldn’t have created a convincing
file or gotten authorities interested
in the attack. Similarly, Cheswick
would have been unable to deceive
his attacker without an understand-
ing of psychology.

Literature
Like psychology, literature teaches

about people. Basic human and soci-
etal needs—for safety, love, under-
standing, knowledge, privacy, and so
on—run through stories and myths

of all cultures. Indeed, many non-
technical works present themes that
are directly applicable to technical is-
sues. Shakespeare’s plays, for exam-
ple, provide insight into the need for
various computer security mecha-
nisms. Consider A Comedy of Errors,
in which everyone confuses twins
for one another. What better
metaphor for the problems a lack of
authentication can create? Or con-
sider Julius Caesar for a tragic study of
the insider threat—Caesar’s assassin,
Brutus, was his trusted friend. A piv-
otal scene in The Merchant of Venice
shows the effects of imprecision in
specifications.

Modern fiction provides similar
insights. Isaac Asimov’s “Nightfall”
shows the effects of assumptions
gone awry. Cordwainer Smith’s
“The Crime and the Glory of Com-
mander Suzdal” shows the repercus-
sions of using an effective security
mechanism without considering the
environment in which it is used.

Turning to the classics, we find
that Homer’s Odyssey presents the
most famous use of malware—the
original Trojan horse. The trick
Odysseus used to persuade the Tro-
jans to bring the horse inside the un-
breachable city walls, the Trojans’
ignoring of warnings from Cassan-
dra and Laocoön, and the resulting
sack of the city parallel modern at-
tackers’ methods for tricking users
into executing programs that breach
security mechanisms as well as the
aftereffects of ill-founded trust.

Nonfiction is another source of

useful information. Consider Sun
Tzu’s The Art of War. This 2,500-
year-old work brilliantly illuminates
best practices for attacking and de-
fending systems with its descriptions
of planning, approaches, strategies,
tactics, and, most important, what
not to do.

In a broader sense, literature can
help us look at underlying assump-
tions and the impact of change. Al-
fred Bester’s The Demolished Man
asks how, in a society with telepaths,
someone can commit an unde-
tectable murder. Larry Niven’s “The
Alibi Machine” looks at teleporta-
tion devices in the context of crime.
James Halperin’s The Truth Machine
presents a world in which infallible
lie detectors are widely available.
These works all examine the disrup-
tive effects of new technologies and
new rules and how societies react to
them. The effects of introducing
new security technologies or chang-
ing policies and procedures are less
dramatic, but a common theme re-
mains: we must consider how
changes will affect people and recog-
nize that those changes might affect
them in unexpected ways.

Other topics
Combined with telephone and fax
mechanisms, the Internet has trig-
gered a revolution in information
dissemination, and societies are
struggling to cope with the new
global system and the security and
privacy issues it presents.5 Views
differ greatly in the multiplicity of
political jurisdictions that this web
of information reaches. Yet, how
many students graduate with more
than a shallow understanding of the
practical effects of these varying
views? Political science courses can
help students understand the gulfs
between cultures and better equip
them to provide solutions that can
be widely adopted. For example,
cultural differences among the
United States, France, and China
with respect to protecting “pri-
vacy” have vast implications for the
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kinds of defenses, auditing, and
regulations that are appropriate for
development—particularly when
they extend beyond national boun-
daries. Maintaining sensitivity to
local mores while supporting
global interaction is difficult, and
it’s likely to become even more
complex—whether interconnec-
tivity has become a basic human
need is an existential question for
this century.

To face the challenges of risk
and cost-benefit analysis, technical
students can benefit greatly from
courses in economics and business.
For example, how much does it re-
ally cost for a campus to teach all in-
coming freshmen to install and
maintain up-to-date virus protec-
tion on their laptops? How much
does it cost not to? Is it cheaper to
hand out free copies of antivirus
software to incoming students or to
enforce a policy that requires that
antivirus software be up-to-date
before connecting to campus sys-
tems? Simply defining business
costs for security is difficult, let
alone computing them and getting
people to agree on issues such as
whether to include salaries of sys-
tem administrators and help-desk
personnel based on the time they
put in, or whether to exclude
salaries for those who would be
paid anyway.

This illustrates the need for per-
suasion skills. Security analysts can
rarely just decide that a security
mechanism or policy should be put
into place and then demand that it
be done. They normally have to
convince management that the
change is needed. That means being
able to make a business case—to
show that the cost of not imple-
menting the change is greater than
the cost of implementing it—which
requires knowledge of the business
as well as the ability to analyze alter-
natives, present information in writ-
ing, and speak publicly. These skills
are the province of English and
rhetoric (or public speaking)—two

more subjects well worth a technol-
ogy student’s study.

This brings us to arguably the
most important nontechnical as-
pect of a computer security
student’s education: the study of
teamwork and the dynamics of
teams. Although already a core dis-
cipline in modern society, the sub-
ject is often neglected or, at most,
taught by simply organizing stu-
dents into groups and telling them
to work on the same project. Two
interlocking problems commonly
arise in this approach: some team
members undertake most of the
work while others neglect their re-
sponsibilities, believing (or know-
ing) that other team members will
cover for them lest all suffer. A
course taught by an instructor who
knows how to organize teams and
teach how team members work to-
gether is invaluable. Security stu-
dents might thus do well to take up
team sports because good coaches
are experts at this.

U ltimately, computer security is
more about people than about

computers and information. Secu-
rity solutions that fail to take human
nature into account are doomed.
We’ve touched on a few nontechni-
cal areas of study with direct applica-
tions to computer and information
security. Many other disciplines
offer equally relevant lessons, al-
though space precludes our men-
tioning them all. Both traditional

and lifelong-learning students can
broaden their horizons beyond the
newest books on network security
to encompass other important, but

less obvious, possibilities. 
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